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Improve ASR to help people with 
speech disorders who have 
difficulty being understood by 
other people and technology.

Our goal is to help these users
communicate and gain 
independence. 

Project Euphonia
Condition prevalence (US)
Millions of users have neurological conditions that 
cause speech impairments, in the US and around the 
world.

https://sites.research.google/euphonia/about/

https://sites.research.google/euphonia/about/


Project Relate - Personalize their on-device ASR model



Project Relate - Personalize their on-device ASR model

http://www.youtube.com/watch?v=bEOHBzWG4aY


Can mLLMs help recognize impaired speech?

“I’d like a croissant”

(image+speech)

+



Can start with open source text-only LLMs?

“I’d like a croissant”

● LLMs already have a lot of world knowledge.
● Can we add speech inputs?
● Small model / on-device

+
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How do you turn an LLM into an ASR model?

Tokenization of the audio

Utterance
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Clustering

How do you turn an LLM into an ASR model?

Tokenization of the audio
- We cluster embeddings to 1024 tokens from the 

Librispeech Corpus.

Utterance



Au
di

o
To

ke
ni

ze
r

Clustering

Remapping

vo
ca

b
audio tokens

How do you turn an LLM into an ASR model?

Gemma 2B

Tokenization of the audio
- We cluster embeddings to 1024 tokens from the 

Librispeech Corpus.
- We remap the Gemma Vocab to use the 

audio tokens in the input.

Utterance

Specifically replace the low-frequency tokens
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How do you turn an LLM into an ASR model?

Gemma 2B

Tokenization of the audio
- We cluster embeddings to 1024 tokens from the 

Librispeech Corpus.
- We remap the Gemma Vocab to use the 

audio tokens in the input.

Utterance

Specifically replace the low-frequency tokens

Now this is an 
ASR model!

“Hello word.”

Model Output



Let’s train it.

● First train on Librispeech
○ Librispeech: 1000 hrs of audio from books

● Then adapt to disordered speech
○ Euphonia also ~1000 hrs of prompted audio 

○ Training: 900k  utterances, 1246 speakers
○ Test: 5699 utterances, 200 speakers

http://www.youtube.com/watch?v=pPPXY-fpcI8
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Supervised  Fine Tuning

Gemma 2B

Mixture of Librispeech and Euphonia Audio
- Augmenting the SFT mixture with ASR data gives 

improved performance.

“Hello world!”

“Hello word.”

True Transcript

Model Output
Utterance



How well does it work?



Can RL can help generalize further than SFT on 
Disordered Speech Data?



We need a reward

summary A

summary B

Reward 
model

��

��

“Does the Following 
transcription preserve the 
original meaning?”

● Can meaning preservation be 
a reward?



Example: Meaning preservation as reward

summary A

summary B

Reward 
model

��

��

“Does the Following 
transcription preserve the 
original meaning?”

Insight: High word errors can still preserve 
meaning !

Ground Truth: “Not so good today”

Output A: “not so good to the.”

Output B: “not so good to day.”

Both have same same WER, but B 
Preserves Meaning.



Meaning preservation as a reward

in ICASSP 2024



Meaning preservation as a reward

ASR Transcript

GROUND TRUTH

Many Techniques
Is meaning 
preserved?

Prompt-tuned LLM does best
  (+ case-study on model deployment of 

SI-ASR vs personalized)

Train models to predict human labels of whether meaning was preserved

This work: we retrain Gemma 2B as a reward model achieving AUC ~0.88



Using Meaning Preservation as a Reward signal

summary A

summary B

Reward 
model

��

��

“Does the Following 
transcription preserve the 
original meaning?”

Insight: High word errors can still preserve 
meaning !

Ground Truth: “Not so good today”

Output A: “not so good to the.”

Output B: “not so good to day.”

Both have same same WER, but B 
Preserves Meaning.

Reward Model Ground Truth 



Alignment Reward
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Gemma 2B

Meaning 
Preservation
Reward Model
(Gemma 2B)

“Hello world!”

“Hello word.”

True 
Transcript

Word Error 
Rate

Model Output

+

Reward 
Signal

Clustering
Remapping

vo
ca

b
audio 
tokens

text 
tokens

We use meaning preservation and WER to align the model

Proximal Policy Optimization

Setting A: WER Only
Setting B: WER+MP Score



Results

RLHF w/ MP Reward
- Significant improvement in MP.



Results

RLHF w/ MP Reward
- Significant improvement in MP.
- No significant diff in WER.



Results

RLHF w/ MP Reward
- Significant improvement in MP.
- No significant diff in WER.
- Gains more pronounced 

for more severe speech 
utterances.



Results

Human Eval
- Significant correlation with auto-eval.
- Significant gain in MP.



Examples

WER alone as reward. MP + WER together as 
reward does best.



Summary
● LLMs can be modified to recognize speech.
● SFT on a mix standard and disordered speech datasets helps.



Summary
● LLMs can be modified to recognize speech.
● SFT on a mix standard and disordered speech datasets helps.
● RL can help further generalize the model on disordered speech.
● Combination of Meaning Preservation and WER as reward signal works best.


