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“For the first time — and probably not the last — a scientific 
breakthrough enabled by artificial intelligence (AI) has been 
recognized with a Nobel prize.“

Science 
for AI

Science
 with AI

Science
 by AI

Evolution of Science + AI

Think agentic.

Agents can enable 
much more right 
now – in the 
multimodal space 
especially with the 
right safeguards.



Overview

LLM Evals: multimodal

Long-context retrieval and reasoning evals

Tool-use simulation software code

Multimodal Accessibility Applications
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LLM evals testing knowledge



LLMs transition to reasoning and now problem solving



EVAL WE 
MUST

Science

● Multimodal
● Long-context
● Agentic



We need rigorous evals
Towards building trustworthy AI for science

● Capabilities to extract, aggregate, and summarize information, 

and handle algebraic manipulation all within a given large context e.g. a paper - 

evals for long context reasoning.

● Assess visual comprehension and multimodal understanding

● Automate and accelerate scientific workflows such as performing detailed 

reasoning for derivations, or code generation.

● (Future) Automate scientific experimentation loop e.g. starting from hypothesis 

to reproducing experiments for a full paper, and providing evidence and 

conclusions.

Science 
for AI

Science
 with AI

Science
 by AI



SPIQA
Question answering and grounding 
responses in figures / tables of papers
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Humans are visual learners

What is the purpose of a 
visual analogy graph?



Retrieve information from meticulous figures/tables

What is the purpose of a 
visual analogy graph?



Scientific Paper Image Question Answering



Scientific Paper Image Question Answering

Ground responses in figures/tables
Q: Are walkways present in the semantic map?



SPIQA tasks



SPIQA Dataset
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Papers published in CS conferences also on ArXiv

~26,000 papers



Downloaded papers statistics
~26,000 papers



Extracted Figures and Tables

~26,000 papers
~270,000 images (figures + tables)



Automatically generate 
questions.
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Paragraph:
SegNet uses a “flat” architecture, i.e, the number of features in each layer remains the same (64 in our case) but with full connectivity. 
This choice is motivated by two reasons. First, it avoids parameter explosion, unlike an expanding deep encoder network with full feature 
connectivity (same for decoder). Second, the training time remains the same (in our experiments it slightly decreases) for each 
additional/deeper encoder-decoder pair as the feature map resolution is smaller which makes convolutions faster. Note that the decoder 
corresponding to the first encoder (closest to the input image) produces a multi-channel feature map although the encoder input is either 
3 or 4 channels (RGB or RGBD) (see Fig. 1).

Gemini Pro Vision
Question: How many feature maps are produced by 
the encoder?
Answer: 4





Filter questions for quality
(Test set)
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Pilot annotations

Can the question be answered from 

● image-only or 

● image+caption

In this task you will answer 2 distinct questions for the question and image presented 
below

○ Task 1: Image-only
■ Does the image have information to help answer the question?
■ Can you try to guess the answer, otherwise explain why or why not?

○ Task 2: Image+caption
■ Does the image along with the caption, now have information to help answer 

the question?
■ (optional) Do you want to guess the answer now or share any new 

explanation?



UI



Augment Existing QA datasets 
on papers with figures
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QASPER





Example from SPIQA-QASA dataset (qasa_metadata['631']['question'])

Query: What is the correlation between the number of KGs and the performance 
when using zero-shot fusion?

Answer: In Figure 6, while the MTL tends to show the decrease of the 
performance when more KGs are utilized for training, our method obtains relative 
performance improvement across most of benchmarks.

Evidential Figure:



Example from SPIQA-QASPER dataset (qasper_metadata['56']['question'])

Query: By how much do they outperform other models in the sentiment intent 
classification tasks?

Answer: In the sentiment classification task by 6% to 8% and in the intent 
classification task by 0.94% on average. 

Evidential Figures: Both figures answer the question.



QASA and QASPER dataset statistics

QASA QASPER Dev QASPER Train

# of papers 112 281 888

# of original questions 1554 1005 2593

# of papers after filtering 65 132 299

# of questions where answers mention figs/tables
(% of original questions)

228 
(14.6%)

372 
(37.0%)

530 
(20.4%)

Avg. # of questions per paper (after filtering) 3.507 2.818 1.772

Avg. # figs + tables per filtered paper 12.2153 6.6439 7.3177

Avg. # referenced figs + tables per filtered question 1.6096 1.2849 1.2905



Overall train, val, test splits for SPIQA

A - QASPER
B - QASA
C - new

1.3k+ Qs for test
2k+ for val.
260k+ for train







Eval Setup & Metrics
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Eval Setup – Tasks

Direct QA

● All images (figures 
and tables) only

● Question
● Prompt the model 

to only answer the 
question.

Goal: Answer the question and ground the response in the correct figure.



Direct QA CoT QA

● All images (figures 
and tables) only

● Question
● Prompt the model 

to only answer the 
question.

● All images (figures 
and tables) only

● Question
● Prompt to first 

retrieve helpful 
image and then 
answer the 
question

Eval Setup – Tasks

Goal: Answer the question and ground the response in the correct figure.



Sample prompt for CoT QA

You are given a question, a few input images, and a caption corresponding 
to each input image. 

First, please determine which image and corresponding caption is most 
helpful to answer the question, and briefly explain why. 
Next, please generate a direct answer to the question. Question: 
<question>. 

First output which image is helpful in the following format: {'Image': A, 
'Rationale': 'Very Brief Explanation on Why Image A is helpful'} where A 
is the image number. 

Next, answer the question as The answer is : <Your Answer>. 



Direct QA CoT QA Direct QA w. Full Text

● All images (figures 
and tables) only

● Question
● Prompt the model 

to only answer the 
question.

● All images (figures 
and tables) only

● Question
● Prompt to first 

retrieve helpful 
image and then 
answer the 
question

● All images (figures 
and tables)

● Full text of the 
paper

● Question
● Prompt the model 

to only answer the 
question.

Eval Setup – Tasks

Goal: Answer the question and ground the response in the correct figure.



● Gemini 1.0 pro vision

● Gemini-1.5 pro

● Gemini 1.5 flash

● Claude-3 (Opus)

● GPT-4o

● GPT-4 Vision

Models

● SPHINX-v2

● InstructBLIP 7B

● LLaVA 1.5 7B

● XGen MM

● InternLM-XC

● Cog-VLM

Support only 1 
image for 
inference.



● Gemini 1.0 pro vision

● Gemini-1.5 pro

● Gemini 1.5 flash

● Claude-3 (Opus)

● GPT-4o

● GPT-4 Vision

Models

● SPHINX-v2

● InstructBLIP 7B

● LLaVA 1.5 7B

● XGen MM

● InternLM-XC

● Cog-VLM

Support only 1 
image for 
inference.

Tuning (single image VQA)
● InstructBLIP 7B

● LLaVA 1.5 7B

● Gemini 1.0 pro (single and multi-image)



Metrics

METEOR ROUGE-L CIDEr BERTScoreBLEU



Metrics

METEOR ROUGE-L CIDEr BERTScoreBLEU

But, existing metrics are insufficient to correctly evaluate free-form QA 
especially where there is just a single ground truth reference.



LLM-Log-likelihood Score (L3Score)

Is the semantic meaning of the predicted 
response similar (equivalent) to the 
ground truth answer?
 
L3Score = P(yes)



LLM-Log-likelihood Score (L3Score)



L3Score: Normalized log-probs for binary classification

● lyes,  lno :  log-probs of token ‘yes’ and ‘no’
● scoring mode
● approx. for GPT-4o



Results
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GPT-4o best on test-A and test-C, Claude-3 tie on test-B



GPT-4o best on test-A and test-C, Claude-3 tie on test-B



Figures+Captions  >  Figures only  >>  Captions only



L3Score correlates well with human intuition



L3Score correlates well with human intuition



Higher resolution ⇒ Better performance



Performance of open source models were a bit mixed

InternLM and LLaVA works good among the open models.



Finetuning on SPIQA improves open source model perf.

Fine-tuned LLaVA is almost as good as Gemini Pro Vision.
Train set is useful!





SPIQA
🤗 Hugging Face Evaluation Code 

huggingface.co/datasets/google/spiqa github.com/google/spiqa

arXiv

arxiv.org/abs/2407.09413

http://huggingface.co/datasets/google/spiqa
http://github.com/google/spiqa
https://arxiv.org/abs/2407.09413


Expert Evaluation of LLM World Models: A High-T_c Superconductivity Case Study
arxiv.org/abs/2511.03782
Haoyu Guo, Maria Tikhanovskaya, Paul Raccuglia, Alexey Vlaskin, Christopher Co, Daniel J. Liebling, Scott Ellsworth, Matthew Abraham, Elizabeth Dorfman, 
N.P. Armitage, John M. Tranquada, Senthil Todadri, Antoine Georges, Subir Sachdev, Steven Kivelson, B. J. Ramshaw, Chunhan Feng, Olivier Gingras, Vadim 
Oganesyan, Michael Brenner, Subhashini Venugopalan, Eun-Ah Kim

Understanding Scientific Literature via 
Expert-driven QA

https://arxiv.org/pdf/2511.03782


Library of papers in high-temperature 
superconductivity

Being able to answer and ground responses in 
experimental evidence (across years) is a challenge.



Retriever
(Embed desc, 
distance metric) 

Generator
Gemini 1.5 Flash

query

Top-N 
chunks + 
sources

Chunks + 
system 
prompt

Doc 
chunks

RAG agent server
What is the evidence 

supporting the quantum 
critical point scenario of 

cuprates?

Img DB
Retriever
(Embed desc, 
cosine distance) 

Authentication

Response

Image Retriever

RAG system using image and text embeddings

Evidence for Quantum Critical Point 
Scenario in Cuprates. Several lines of 
evidence support the quantum critical 
point (QCP) scenario in cuprate 
superconductors: …

Query

Answer



Expert evaluation of systems



CURIE: Evaluating LLMs On 
Multitask Scientific Long Context 
Understanding and Reasoning

Hao Cui*1, Zahra Shamsi*1, Gowoon Cheon*1, Xuejian Ma1, Shutong Li1, Maria Tikhanovskaya2, Peter Norgaard1, Nayantara Mudur2, Martyna Plomecka3, 
Paul Raccuglia1, Yasaman Bahri1, Victor V. Albert4,5, Pranesh Srinivasan1, Haining Pan6, Philippe Faist7, Brian Rohr8, Michael J. Statt8, Dan Morris1, 

Drew Purves1,  Elise Kleeman1, Ruth Alcantara1, Matthew Abraham1, Muqthar Mohammad1, Ean Phing VanLee1, Chenfei Jiang1, Elizabeth Dorfman1, 
Eun-Ah Kim9,  Michael Brenner1,2, Viren Jain1, Sameera Ponda1, Subhashini Venugopalan*^1

1Google, 2Harvard, 3University of Zurich, 4NIST, 5UMD College Park, 6Rutgers, 7FU Berlin, 8Modelyst, 9Cornell
{vsubhashini}@google.com

2025



Can LLMs assist scientists in some workflows?

Can we reproduce the 
analysis in this study?

Can I apply the same 
techniques for Europe?



Can we measure scientific problem-solving ability?

This requires
● Knowledge of the domain
● Long-context capabilities

○ to understand context of the problem
● Reasoning ability

○ to apply the knowledge in the context of a 
given problem



(scientific long-Context Understanding Reasoning and Information Extraction benchmark)

CURIE: Test scientific problem solving



Avg. 15k words in the input, and 960 words in output

CURIE

Materials
Science

Condensed 
Matter Physics

Quantum 
Computing

Protein 
Sequencing

Geospatial

Biodiversity

BIO
GR

G
EO

PDB DFT-P

M
PV

H
FE

HFD
DFT-C

DFT-S

(91)

(65)

(53)(138)

(19)

(64)

QECC



Task Domain # Qs Brief Description

DFT-S Material 
Science 74 Extracts input material structures 

for DFT calculations.

DFT-P Material 
Science 74 Extract parameters for DFT 

calculations.

DFT-C Material 
Science 74 Write functional code for DFT 

computations.

MPV Material 
Science 17 Identify all instances of materials, 

their properties, and descriptors.

Example: Materials Science
Given a paper we want to reproduce the DFT 
calculations done in this paper.



Example: Protein Data Bank

PDB task requires reconstructing a protein’s amino acid 
sequence from the 3D structure.



BIOGR task requires identifying lat./lon. (georeferencing) of a map image.



Task Domain # Qs Brief Description Capability Output 
Format

Primary 
Eval. 
metric

DFT-S Material 
Science 74 Extracts input material structures 

for DFT calculations.
entity recognition, 
concept tracking JSON LLMSim-F1

DFT-P Material 
Science 74 Extract parameters for DFT 

calculations.

concept 
extraction, 
tracking, 
aggregation

JSON LLMSim-F1

DFT-C Material 
Science 74 Write functional code for DFT 

computations.

concept 
aggregation, 
coding

TEXT ROUGE-L

MPV Material 
Science 17 Identify all instances of materials, 

their properties, and descriptors.

entity recognition, 
concept 
extraction, tracking

JSON LLMSim-F1

QECC Quantum 
Computing 65 Create a YAML file with the Error 

Correction Code’s properties.

concept 
aggregation, 
summarization

YAML ROUGE-L

CURIE: 10 tasks requiring different capabilities



Task Domain # Qs Brief Description Capability Output 
Format

Primary 
Eval. 
metric

HFD Condensed 
Matter Physics 64

Derive the Hartree-Fock 
mean-field Hamiltonian for a 
quantum many-body system.

concept extraction, 
algebraic 
manipulation, 
reasoning

TEXT ROUGE-L

HFE Condensed 
Matter Physics 19 Extract the most general 

mean-field Hamiltonian. concept extraction
TEXT 
(latex 
equation)

ROUGE-L

GEO Geospecial 15

Extract information for all 
geospatial datasets used along 
with the spatial and temporal 
extents.

concept extraction, 
aggregation JSON ROUGE-L

BIOGR Biodiversity 38
Determine the latitude, longitude 
bounding box encompassing the 
region in the map image.

visual comprehension, 
reasoning

JSON 
(lat. lon. 
co-ordin
ates)

Intersectio
n-over-Uni
on (IoU)

PDB Protein 
Sequencing 138 Reconstruct a protein’s amino acid 

sequence form the 3D structure.
tracking, aggregation 
reasoning

Code or 
TEXT 
(seq.)

Identity 
ratio (IDr)

Different kinds of outputs: dicts, equations, text etc.



Evaluation metrics

Programmatic

LLM-based

Doesn’t require an LLM e.g. ROUGE-L, IoU

Uses an LLM as a proxy to rate or measure 
semantic closeness



LMScore: Coarse evaluation of outputs



[
  {"material": "Indium Nitride", "property": "band gap"},
  {"material": "Silicon", "property": "power conversion efficiency"}
  {"material": "Zinc Oxide", "property": "Direct band gap"},
]

LLMSim: LLM eval for optimal match b/w list of dicts
A set of ground truth dictionaries

A set of predicted dictionaries

[
  {"material": "ZnO","property": "Exciton binding energy"},
  {"material": "Indium nitride", "property": "band gap"},
  {"material": "Si", "property": "power conversion efficiency\nPCE"}
  {"material": "ZnO", "property": "band gap"},
]



LLMSim: LLM eval for optimal match b/w list of dicts

Match each ground truth record to a predicted record

Select predicted record most similar to ground truth



LLMSim: LLM eval for optimal match b/w list of dicts

Match each ground truth record to a predicted record

Select predicted record most similar to ground truth

Compute Precision and Recall



LLMSim: LLM eval for optimal match b/w list of dicts

Match each ground truth record to a predicted record

Select predicted record most similar to ground truth

Compute Precision and Recall

Compute f1 score and avg. F1



Analysis across tasks



Frontier models do better on extraction tasks

● Extraction tasks (DFT-S, MPV, HFE) and geo-referencing (BIOGR) are easier.



Reasoning - derivation, aggregation see lower perf.

● Extraction tasks (DFT-S, MPV, HFE) and geo-referencing (BIOGR) better perf.
● Reasoning e.g. derivation (HFD), aggregation and coding (DFT-P, DFT-C) harder.



Newer models use code to solve some problems!

● Gemini Flash 2 decided to generate code for half of the examples for PDB and 
those were all correct! Other 50% it wrote out the sequence and made mistakes 
like the other models



Sliced by difficulty, models do better on easy examples

Experts marked each example as easy, difficult or hard, often based on how spread-out the information required to answer the question is.



LMScore: Model eval ~ to human eval (bad, okay, good)



LLMSim for exhaustive retrieval



Highest score 32% – much room for improvement



github.com/google/curie arxiv.org/abs/2503.13517

CURIE: Data and code on GitHub

http://github.com/google/curie
http://arxiv.org/abs/2503.13517
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FEABench
Evaluating LLMs on MultiPhysics 
Reasoning Ability
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Finite Element Analysis



Finite Element Software

● COMSOL is popular FEA software
● There are other python based 

software



Skills for solving a problem with COMSOL entail?

● Spatial and Physics reasoning skills
○ How to compose and represent geometries (eg: a cross-section of a 

cylinder can be represented as a 2D axisymmetric rectangle)
○ Setting boundary conditions

● Instruction Following
○ Correct units
○ Assigning selections to numeric identities correctly

● Code Generation
○ Generate executable code (API calls) in a domain specific language



Example problem from a tutorial



Data: Took problems from tutorials

Input data
● 15 Problem descriptions
● Model Definition
● Modeling Instructions

Output
● .mph files which are

COSMOL JAVA API 
[Ground truth code]

● A single numerical solution when solved



Input: Problem 
Description

Agent Target Output:
COMSOL JAVA API Code

LLM / LLMAgent: 

COMSOL SandboxDerived Artifacts generated upon 
executing LLM Output

Evaluation

Sandbox Replies / Error 
Messages

* Target Value saved in a File *

Setup



Agents

● One-shot prompt
● Agent with Physics documentation in context 
● Multi-turn agent. Has access to

○ Sandbox for execution
○ Tools to query properties from the API
○ RAG to retrieve relevant code snippets
○ Option to do self-improvement and debug code

■ I.e. can retry with feedback



Evaluation metrics

Code structure

Code execution

Is it calling the right methods?
Is it using the right kinds of arguments

Is the code bug-free?
Progress: At what stage does it break?





Claude 3.5 Sonnet solves 1 / 15 problems

Claude 3.5 and GPT-4o are better than most



Multi-turn agent solves 2 / 15 problems



The Cloud-Based Geospatial 
Benchmark: Challenges and LLM 
Evaluation

Jeffrey A. Cardille∗1,2, Renee Johnston1, Simon Ilyushchenko1, Zahra Shamsi1, Johan Kartiwa1, Matthew Abraham1, Khashayar Azad4, Nuala 
Caughie2, Emma Bergeron Quick2, Karen Dyson5, Andrea Puzzi Nicolau5, Fernanda Lopez Ornelas6, David Saah6, Michael Brenner1,3, 

Sameera Ponda1 , Subhashini Venugopalan1 

 1Google, 2McGill University, 3Harvard University, 4Concordia University, 5Spatial Informatics Group, 6University of San Francisco

Terrabytes @ ICML 2025



What is Google Earth Engine?

Standardized collection of geospatial data 
(more than 100PB!)

Computational power + API 
to make sense of that data at scale. 



Assignments from Cloud-Based Remote Sensing with 
Google Earth Engine [Book, www.eefabook.org]

● The book is available online (LLMs are trained on it), 
but the answers are not.

● Partnered  w/ Editors / Authors

● Experts and students wrote answers to textbook 
questions and developed additional questions 

Benchmark of cloud-based geo-spatial problems



Example benchmark question and answer



Forecast malaria in Ethiopia using precipitation, 
temperature, and a vegetation water index data

Calculate Urban Heat Islands in New Haven

Identify which US states have greatest amounts 
of impervious surfaces in floodplain areas

Example of domains and skills exercised in the book



Conceptual design of problems

1. Testing a classroom of ‘students’
2. Exam to create maps and measures
3. Requiring an automatic objective assessment

Problems must be tightly constrained but still interesting

1. Constrained questions: only correct work ⇒ correct answer
2. Refined repeatedly to reduce verbal ambiguity while 

retaining realistic tone
3. Solutions may use Earth Engine or any other software



Confirm 
Case

Evaluators 
Answer

Develop 
Challenge

Assess 
Divergence 

vs. Error

Amend Uncertainty

LLM/human LLM/human LLM/human Human



Evaluation
● All problems have a numeric answer.
● Answers must match solution.

Variants
● Base model: Gets one shot at generating the code.
● Error-correction: Models have access to code.
● execution and can correct errors up to 3 reruns.

Experiment Setup



Results (overall, and sliced by difficulty)



Results (overall, and sliced by difficulty)



Difficult: Deforestation Rate Comparison in Colombian Amazon Protected Areas

Objective : This problem will compare the total deforestation assessed to have occurred within and around two 
protected areas in the Colombian Amazon: La Paya and Tinigua: 

- Use the "WCMC/WDPA/current/polygons" data set to identify the boundaries of the La Paya and Tinigua 
protected areas. Add a 1000m buffer around each protected area's geometry for the analysis of each area .

- Calculate the forest loss within each protected area using the lossyear band of the GFC dataset, where each 
pixel indicates the year of deforestation. Use the Global Forest Change dataset 
(UMD/hansen/global_forest_change_2023_v1_11).

- Consider areas with tree cover greater than 30% in the year 2000.

- Determine the absolute value of the difference in total deforestation amounts between the area within and 
around La Paya and the area within and around Tinigua between 2001 and 2023.

- Provide the answer in hectares.

Notes:
● Unless directed otherwise, retrieve or summarize value(s) at the native resolution of the image band(s). If multiple 

bands or sensors are used with different resolutions, retrieve or summarize values using the finest resolution 
among the inputs unless directed otherwise.

● Unless directed otherwise, write the answer to 3 decimal points of precision (e.g, 12345.678).



● Realistic Challenges are Constructible: The benchmark demonstrates that a set of realistic, scaled 
challenges can be created, mimicking real-world user queries while minimizing ambiguity. And the 
benchmark is not saturated.

● Error Correction is Effective: Error correction consistently improved model performance across all 
models, often boosting "lightweight" models to the level of more powerful ones operating without 
correction. 

● Benchmark Informs Domain-Specific Improvements: The iterative process of refining challenges to 
remove uncertainty-derived divergence revealed that errors stemmed from incorrect 
decision-making, poor data awareness, and syntax errors, suggesting areas for improvement. 

● Uncertainty has Different Flavors: Two types of uncertainty were identified: general imprecision in 
high-level questions and missing but crucial details for repeatability (e.g., specific cloud masking 
parameters).  These lessons are transferable when creating new datasets.

Findings



Overview

Grounding responses in paper figures

Long-context retrieval and reasoning evals

Tool-use simulation software code

Multimodal Accessibility Applications

01

02

03

04

05

Agenda
● Multimodal
● Long-context
● Agentic



Overall key takeaways

● SPIQA
○ multimodal long-context benchmark
○ Questions can be improved with newer models

● CURIE
○ Long-context (single paper) science benchmark
○ Much room for improvement

● FEABench
○ A challenging framing of the problem

● Overall
○ Create benchmarks with domain experts
○ finding ways to make good evaluation metrics is hard
○ Must be easy to eval and hard to solve



Speech Recognition with LLMs Adapted 
to Disordered Speech Using 
Reinforcement Learning
https://arxiv.org/abs/2501.00039

Chirag Nagpal, Subhashini Venugopalan, Jimmy Tobin, Marilyn Ladewig, Katherine Heller, Katrin Tomanek

 

https://arxiv.org/abs/2501.00039


Improve ASR to help people with 
speech disorders who have 
difficulty being understood by 
other people and technology.

Our goal is to help these users
communicate and gain 
independence. 

Project Euphonia
Condition prevalence (US)
Millions of users have neurological conditions that 
cause speech impairments, in the US and around the 
world.

https://sites.research.google/euphonia/about/

https://sites.research.google/euphonia/about/


Project Relate - Personalize their on-device ASR model



Project Relate - Personalize their on-device ASR model

http://www.youtube.com/watch?v=bEOHBzWG4aY


Can mLLMs help recognize impaired speech?

“I’d like a croissant”

(image+speech)

+



Can start with open source text-only LLMs?

“I’d like a croissant”

● LLMs already have a lot of world knowledge.
● Can we add speech inputs?
● Small model / on-device

+
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How do you turn an LLM into an ASR model?

Tokenization of the audio

Utterance



Au
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Clustering

How do you turn an LLM into an ASR model?

Tokenization of the audio
- We cluster embeddings to 1024 tokens from the 

Librispeech Corpus.

Utterance
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Clustering

Remapping

vo
ca

b
audio tokens

How do you turn an LLM into an ASR model?

Gemma 2B

Tokenization of the audio
- We cluster embeddings to 1024 tokens from the 

Librispeech Corpus.
- We remap the Gemma Vocab to use the 

audio tokens in the input.

Utterance

Specifically replace the low-frequency tokens



Au
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To
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Clustering

Remapping

vo
ca

b
audio tokens

How do you turn an LLM into an ASR model?

Gemma 2B

Tokenization of the audio
- We cluster embeddings to 1024 tokens from the 

Librispeech Corpus.
- We remap the Gemma Vocab to use the 

audio tokens in the input.

Utterance

Specifically replace the low-frequency tokens

Now this is an 
ASR model!

“Hello word.”

Model Output



Let’s train it.

● First train on Librispeech
○ Librispeech: 1000 hrs of audio from books

● Then adapt to disordered speech
○ Euphonia also ~1000 hrs of prompted audio 

○ Training: 900k  utterances, 1246 speakers
○ Test: 5699 utterances, 200 speakers

http://www.youtube.com/watch?v=pPPXY-fpcI8


Au
di

o
To

ke
ni

ze
r

Clustering

Remapping

vo
ca

b
audio tokens

Supervised  Fine Tuning

Gemma 2B

Mixture of Librispeech and Euphonia Audio
- Augmenting the SFT mixture with ASR data gives 

generalizes better to disordered speech.

“Hello world!”

“Hello word.”

True Transcript

Model Output
Utterance



How well does it work?



Can RL can help generalize further than SFT on 
Disordered Speech Data?



We need a reward

summary A

summary B

Reward 
model

��

��

“Does the Following 
transcription preserve the 
original meaning?”

● Can meaning preservation be 
a reward?



Example: Meaning preservation as reward

summary A

summary B

Reward 
model

��

��

“Does the Following 
transcription preserve the 
original meaning?”

Insight: High word errors can still preserve 
meaning !

Ground Truth: “Not so good today”

Output A: “not so good to the.”

Output B: “not so good to day.”

Both have same same WER, but B 
Preserves Meaning.



Meaning preservation as a reward

in ICASSP 2024



Meaning preservation as a reward

ASR Transcript

GROUND TRUTH

Many Techniques
Is meaning 
preserved?

Prompt-tuned LLM does best
  (+ case-study on model deployment of 

SI-ASR vs personalized)

Train models to predict human labels of whether meaning was preserved

This work: we retrain Gemma 2B as a reward model achieving AUC ~0.88



Using Meaning Preservation as a Reward signal

summary A

summary B

Reward 
model

��

��

“Does the Following 
transcription preserve the 
original meaning?”

Insight: High word errors can still preserve 
meaning !

Ground Truth: “Not so good today”

Output A: “not so good to the.”

Output B: “not so good to day.”

Both have same same WER, but B 
Preserves Meaning.

Reward Model Ground Truth Reward 



Alignment Reward

Au
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Gemma 2B

Meaning 
Preservation
Reward Model
(Gemma 2B)

“Hello world!”

“Hello word.”

True 
Transcript

Word Error 
Rate

Model Output

+

Reward 
Signal

Clustering
Remapping

vo
ca

b
audio 
tokens

text 
tokens

We use meaning preservation and WER to align the model

Proximal Policy Optimization

Setting A: WER Only
Setting B: WER+MP Score



Results

RLHF w/ MP Reward
- Significant improvement in MP.



Results

RLHF w/ MP Reward
- Significant improvement in MP.
- No significant diff in WER.



Results

RLHF w/ MP Reward
- Significant improvement in MP.
- No significant diff in WER.
- Gains more pronounced 

for more severe speech 
utterances.



Results

Human Eval
- Significant correlation with auto-eval.
- Significant gain in MP.



Examples

WER alone as reward. MP + WER together as 
reward does best.



What we learned
● LLMs can be modified to recognize speech.
● SFT on a mix standard and disordered speech datasets helps.



What we learned
● LLMs can be modified to recognize speech.
● SFT on a mix standard and disordered speech datasets helps.
● RL can help further generalize the model on disordered speech.
● Combination of Meaning Preservation and WER as reward signal works best.



Overall key takeaways

● Presented data curation and evals
○ multimodal
○ long-context
○ agentic with tool-use

● In the context of science but very much generalizable 
● Lot more potential for multimodal agentic experiences 

○ Need smaller performant models
○ Right safeguards
○ Really great experience


