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Physics Nobel scooped by machine-

e Evolution of Science + Al

By Exzabeth Gone & Daice Gastehecch

. nature
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for Al Science Can Al review the
scientific literature —
by Al and figure out what it
all means?

Can Al really compete with human
data scientists? OpenAl's new
benchmark puts it to the test

Chemistry Nobel goes to developers NEWS: FEATURE.I:13
of AlphaFold Al that predicts
protein structures

the potential to revolutionize drug discovery.

Science
with Al e

How Al-powered science search . .
engines can speed up your research Think agentic.

Agents can enable
much more right
now — in the
multimodal space
especially with the
right safeguards.
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has been bolstered by Alin the past fewyears.

“For the first time — and probably not the last — a scientific
breakthrough enabled by artificial intelligence (Al) has been
recognized with a Nobel prize.” Google
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LLM evals testing knowledge

Exam results (ordered by GPT-3.5 performance) gpt-4

Estimated percentile lower bound (among test takers) gpt-4 (no \S;IlgnS)
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Description

Representation of questions in 57
subjects (incl. STEM, humanities,
and others)

Diverse set of challenging tasks
requiring multi-step reasoning

Reading comprehension
(F1Score)

Commonsense reasoning
for everyday tasks

Basic arithmetic manipulations
(incl. Grade School math problems)

Challenging math problems
(incl. algebra, geometry,
pre-calculus, and others)

Python code generation
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Science Science

We need rigorous evals for A by A

Towards building trustworthy Al for science

Science
with Al

e Capabilities to extract, aggregate, and summarize information,
and handle algebraic manipulation all within a given large context e.g. a paper -
evals for long context reasoning.

e Assess visual comprehension and multimodal understanding

e Automate and accelerate scientific workflows such as performing detailed
reasoning for derivations, or code generation.

e (Future) Automate scientific experimentation loop e.g. starting from hypothesis
to reproducing experiments for a full paper, and providing evidence and

conclusions.

Google
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Abstract

Humans are far better learners who can learn a new
concept very fast with only a few samples compared wit
machines. The plausible mystery making the difference is
two fundamental learning mechanisms:  learning 1o learn
and learning by analogy. In this paper, we attempt 1o in-
stigate a new human-like learning method by organically
combining these two mechanisms. In particular, we study
how to generalize the classification parameters from pre-
viously [FTRET COMCEPTE T & HEW COMCePT. E

pose a nlvel Visual Analogy Graph Embedded Regre§sion
(VAGER| model 0 jointly learn a low-dimensional enfped-
e and a linear mapping function from the en)

arm e Tntfpro-

" ! We
then propose an out-of-sample embedding method to learn
the embedding of a new class represented by a few sam-
ples through its visual analogy with base classes and derive
the classification parameters for the new class. We conduct
extensive experiments on ImageNet dataset and the results
show that our method could consistently and significantly
outperform state-of-the-art baselines

1. Introduction
‘The emergence of deep leaming has advanced the image
ificati into an level. The
error rate on ImageNet has been halved and halved again
s

Shigiang Yang'
“Huawei Noah's Ark Lab

Wenwu Zhu! Qi Tian®

ghua.edu.cn

and judgment accordingly. An intuitive example is that a
baby leamer can leam to recognize a wolf with only a few,
mple images provided that he/she has been able to suc
cessfully recognize a dog. The key mystery making the dif-
ference is that people have strong prior knowledge to gen-
eralize actoss different categories [ | ). It means that people
do not need to learn a new classifier (e.g. wolf) from scratch
as most machine learning methods, but generalize and adapt
the previously leamed classifiers (e.g. dog) towards the new
category. A major way 10 acquire the prior knowledge is
through learning to learn from previous experience. In the
image classification scenario, leaming to learn refers to the
‘mechanism that learning (o recognize a new concept can be
accelerated by previously leamed other related concepts.

A typical image classifier is constituted by representa-
tion and classification steps. leading to two fundamental
problems in leaming to learn image classifiers: (1) how to
generalize the representations from previous concepts 1o a
new concept, and (2) how to generalize the classification
parameters of previous concepts to a new concept. In litera-
ture, transfer learning and domain adaptation methods [ ]
are proposed with a similar notion, mainly focusing on the
problem of representation generalization across different
domains and tasks. With the development of CNN-based
image classification models, the high-level representations
learned from very large scale labeled dataset are demon-
strated to have good transferability across different concepts
or even different datasets [ 0], which significantly alleviate
the 1 problem. However, how

I, even [
Despite the success, the state-of-the-art models are noto-
riously data hungry, requiring tons of samples for parame-
ter learning. In real cases, however, the visual phenomena
follows a long-tail distribution | 1] where only a few sub-
categories are data-rich and the rest are with limited training
samples. How to learn a classifier from as few samples as
possible s critical for real appli and for

to generalize the classification parameters in deep models
(e.g. the fc7 layer in AlexNet) from well-trained concepts
10 4 new concept (with only a few samples) is largely ig-
nored by previous studies.

Learning by analogy has been proved to be a fundamen-
tal building block in human learning process |

exploring new learning mechanisms,
Compared with machines, people are far better learners

as they are capable of leaming models from very limite

samples of a new category and make accurate prediction

ble expl on the fast learning of
a human leamer selects some similar classes from the base
classes by visual analogy, transfers and combines their clas-
sification parameters for the novel class. In this sense, vi-
sual analogy provides an effective and informative clue for

What is the purpose of a
visual analogy graph?
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as most machine learning methods, but generalize and adapt
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problem of representation generalization across different
domains and tasks. With the development of CNN-based
image classification models, the high-level representations
learned from very large scale labeled dataset are demon-
strated to have good transferability across different concepts
or even different datasets [ 0], which significantly alleviate
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categories are data-rich and the rest are with limited training
samples. How to learn a classifier from as few samples as
possible s critical for real appli and for

to generalize the classification parameters in deep models
(e.g. the fc7 layer in AlexNet) from well-trained concepts
10 4 new concept (with only a few samples) is largely ig-
nored by previous studies.

Learning by analogy has been proved to be a fundamen-
tal building block in human learning process | ], a plausi-

exploring new learning mechanisms,

Compared with machines, people are far better learners
as they are capable of leaming models from very limited
samples of a new category and make accurate prediction

ble expl on the fast learning of novel class is that
a human leamer selects some similar classes from the base
classes by visual analogy, transfers and combines their clas-
sification parameters for the novel class. In this sense, vi-
sual analogy provides an effective and informative clue for

What is the purpose of a
visual analogy graph?
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Figure 1. The framework of learning to learn image classifiers. Training Base Classes with VAGER: By training base classes with VAGER,
we derive the embeddings of each base class and the common mapping function from embeddings to classification parameters. General-
ization to a New Class: Given a new class with only a few samples, we can infer its embedding through out-of-sample inference, and then
transform the embedding into transferred classification parameters by the mapping function learned by VAGER. After training the classifier
with new class samples and getting the model classification parameters, we fuse the two kinds of parameters to form the final classifier.
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cientific Paper Image Question Answering

Ground responses in figures/tables

Scientific Research Paper ~ Q: Are walkways present in the semantic map?
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SPIQA tasks
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@Zcientific Research Papeﬂ [ Question: Which method performs best on nuScenes? } ‘ Input Prompt |

Direct QA w/ Figures?
and Tables
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and captions.
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SPIQA Dataset



Papers published in CS conferences also on ArXiv

~26,000 papere




Downloaded papers statistics
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4000 -

3500 1

w
o
o
o

2500 -

2000 -

1500

Number of Papers

1000

500 1

Em 2019

~26,000 papere

EEm 2020 . 2021

EEE 2022

B 2023




Extracted Figures and Tables

~26,000 papere
~270,000 images [ﬁ‘gurec + tablec)

Statistics | Numbers
Total papers 25,859

Published between 2018 - 2023

Total tables 117,707

Total figures 152,487

Figure subcategories

- Schematics 45396

- Plots and charts 12327

- Visualizations 28103

- Others 6661
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Automatically generate
questions.



You are a professor. Generate one question based on the image

and caption to test if a student can interpret and understand the
image well.

Also classify the figure as "plot", "schematic", "photograph(s)",
"table" or "others".

Image:
{{ Image }}

Caption: {{ caption }} \

he passage where the figure is referenced |is provided below.\

PASSAGE: {{ passage }} \

Construct your questions and corresponding answers. Use this
format. \

Question: <question that tests understanding of the image.> \

Answer: <Answer to the question based on the passage.> \

Explanation: <How the figure helps answer the question.> \

Figure_type: <"type of figure" where type of figure is one of \

["plot", "schematic", "photograph(s)", "table", "other"]>




Paragraph:

SegNet uses a “flat” architecture, i.e, the number of features in each layer remains the same (64 in our case) but with full connectivity.
This choice is motivated by two reasons. First, it avoids parameter explosion, unlike an expanding deep encoder network with full feature
connectivity (same for decoder). Second, the training time remains the same (in our experiments it slightly decreases) for each
additional/deeper encoder-decoder pair as the feature map resolution is smaller which makes convolutions faster. Note that the decoder
corresponding to the first encoder (closest to the input image) produces a multi-channel feature map although the encoder input is either
3 or 4 channels (RGB or RGBD) (see Fig. 1).

wl G B om-en!

Question: How many feature maps are produced by

@

) . . . .
o . Gemini Pro Vision
@

Encoder
64 features per layer Wone 5 o Deco:jjr B w= E"‘:’x‘;‘:) the encoder?
4 layers EEEREH oo H ;Fx‘;\mﬁ %éx FEE 25222 N Answer: 4
i . TR CHHLRT T B e e
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saved pool indices



Number of Questions
- -
w o w
o o o
o o o
o o o

o
o

5

s . . 60000 1 .
A x [ Words in a Question 0 [1 Words in an Answer
0]
7 2 50000
R 3
< 40000
Y
O 30000 A
o \
o
O 20000 1 /
=
> 10000 -
; . . - ” - . 0 . : L I““““.UI”.“'W. - ; ? - - - - T .
10 15 20 25 30 35 40 0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80
Number of Words in a Question Number of Words in an Answer
»y 80001 -
Qo | AT .| Words in a Rationale
s I\
G 6000 \
5 5000 \
\
45 4000 \
& 3000
-g 2000
§ 1000
0

20

30 40 50 60 70 80 90 100 110 120 130 140
Number of Words in a Rationale



05

Filter questions for quality
(Test set)



In this task, you will answer two distinct questions for the question and image presented below:
Task-1: Image-only

« Does the image have information to help answer the question?
« Can you try to guess the answer, otherwise explain why or why not

Pilot annotations

« Does the image along with the caption, now have information to help answer the question?
+ (optional) Do you want to guess the answer now or share any new explanation?

Paper ID
2105.05233

Paper Title

Can the question be answered from 2=

Which are the metrics used by authors to compare the performance of the models?

. | Image
® Image-only or — = i
#- ch=160, res=2 #- 2 heads
~#~ ch=160, res=2, heads=4 ~~ 4 heads
~#— chw160, res=2, multi-res attn —&— 8 heads
#~ ch=160, res=2, biggan up/down #- 32 head channels
.

e Image+caption G A et + o
SN
In this task you will answer 2 distinct questions for the question and image presented
below
o Task 1: Image-only B
m  Does the image have information to help answer the question? "
m  Canyou try to guess the answer, otherwise explain why or why not?
) Task 2: |mage+caption }a function of wall-clock time. FID evaluated over 10k samples Instead of 50k for efficiency.
m  Does the image along with the caption, now have information to help answer """ """
the question?
m  (optional) Do you want to guess the answer now or share any new maton?
explanation? [ ikt e makca e o ccmpasig the parirmnce.

20 a0 &0 80 100
time (hrs)




Paper-1D

1710.06177v2

Figure-ID

1710.06177v2-Figurel-1.png

Question

What is the purpose of the Visual Analogy Graph in the VAGER

Image

Training base classes with VAGER Glmﬂlmkm to a new class

The framework of learning to learn image classifiers. Training Base Classes with VAGER: By training base classe
transform the embedding into transferred classification parameters by the mapping function leamed by VAGE

fe7_k

\wmodd

Smnlq
s=mm=

Late
usion

3
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__@.‘

N
Wrans )

h(x)

Caption

Answer

The Visual Analogy Graph is used to learn the relationships between different classes of images. It does this b
Explanation

The Visual Analogy Graph is shown in the middle of the figure. It takes the output of the CNNs for each of the |

Ul

C If the question can be d from the figure.Should we keep the questions or discard?
O Keep

() Discard

Should the question or answer be modified?
O YES

O No

Meodified question:

Modified answer:
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Augment Existing QA datasets
on papers with figures



QASPER

A Dataset of Information-Seeking Questions
and Answers Anchored in Research Papers

Pradeep Dasigi* Kyle Lo* Iz Beltagy* Arman Cohan*

Noah A. Smith*

Matt Gardner®

*Allen Institute for Al “Paul G. Allen School of CSE, University of Washington
{pradeepd, kylel,beltagy, armanc, noah,mattg}@allenai.org

Abstract

Readers of academic research papers often
read with the goal of answering specific ques-
tions. Question Answering systems that can
answer those questions can make consumption
of the content much more efficient. However,
building such tools requires data that reflect
the difficulty of the task arising from complex
reasoning about claims made in multiple parts
of a paper. In contrast, existing information-
seeking question answering datasets usually
contain questions about generic factoid-type
information. We therefore present QASPER,
a dataset of 5,049 questions over 1,585 Natu-
ral Language Processing papers. Each ques-
tion is written by an NLP practitioner who
read only the title and abstract of the corre-
sponding paper, and the question seeks infor-
mation present in the full text. The questions
are then answered by a separate set of NLP
practitioners who also provide supporting ev-
idence to answers. We find that existing mod-
els that do well on other QA tasks do not per-
form well on answering these questions, un-
derperforming humans by at least 27 F; points
when answering them from entire papers, moti-

r v
+ Title and Abstroct i Question and Answer

Quasar: H

| el g H Q. Which retrieval system was used for
P H the baselines?

| [Abstrac We present two new largesale

| | datasets aimed at evaluating systems designed
to comprehend a natural language query and

i extract its answer from a large corpus of text. A: The dataset comes with a ranked
1 | The QUASAR-S dataset consists of 37000 claze- set of refevant documents. Hence the
style {fillin-the-gap] queries constructed from | | basefines do nat se a retrieval

defiritians of software entity tags on the popular | | system.
| | website Stack Overfiow. We evaluate several | !
1 | baselines on both datasets, ranging from simpie | !
1 | hewristics to powerfud neursl models, and show | i
i |that these lag behind human performance by | |
16.4% & 32.1% for Quasar-Sand -T respectively. | |

vidence parogrophs
3 Dotaset Construction Each dataset consists of 44 Results i
3 collection of records with ane QA problem per Several baselines rely on the retrieved
record. For each record, we mclude some context to extract the ansiver to & :
| question text, a context document relevart to question. For these, we refer to the

i | the questicn, a set of candicte solutions, and fraction of instances for which the correct
i | the correct salutian. arswer is present in the context as Search

Accuracy. The performance of the baseline
3.2 Context Retrieval The context document fer | | 3meng

these instances is referred to as the
Reading Accuracy.

each record consists of a list of ranked and
scored peudodocuments relevant to the
question.

Figure 1: An example instance taken from QASPER.
A question about the paper is written after reading
only the title and the abstract. To arrive at the an-
swer, one finds relevant evidence, which can be spread
across multiple paragraphs. In this example, to answer
the question about “baselines”, the reader must realize
from evidence from Sections 3 and 4 that “context doc-
uments” come pre-ranked in the dataset and the paper’s
“baselines” select from these “context documents.”



QASA: Advanced Question Answering on Scientific Articles

2
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Abstract

Reasoning is the crux of intellectual thinking.
While question answering (QA) tasks are prolific
with various computational models and bench-
mark datasets, they mostly tackle factoid or shal-
low QA without asking deeper understanding.
Dual process theory asserts that human reason-
ing consists of associative thinking to collect rele-
vant pieces of knowledge and logical reasoning to
consciously conclude grounding on evidential ra-
tionale. Based on our intensive think-aloud study
that revealed the three types of questions: sur-
face, testing, and deep questions, we first pro-
pose the QASA benchmark that consists of 1798
novel question answering pairs that require full-
stack reasoning on scientific articles in Al and
ML fields. Then we propose the QASA approach
that tackles the full-stack reasoning with large lan-
guage models via associative selection, evidential
rationale-generation, and systematic composition.
Our experimental results show that QASA’s full-
stack inference outperforms the state-of-the-art
INSTRUCTGPT by a big margin. We also find
that rationale-generation is critical for the per-
formance gain, claiming how we should rethink
advanced question answering. The dataset is avail-
able at https:/github.com/lgresearch/QASA.

Question: How does YOLO9000 achieve Evidential Rationales

the feat of detecting unseen classes

During training, the authors mix images
despite not having labelled data for them?

from both detection and classification

Associative Paragraph
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Voo crvmety dunse o wo o e s ki
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datascls.

This approach presents a few challenges.
Detection datasets have only common
objects and general labels. If we want to
train on both datasets, we need a
coherent way to merge these labels.

We can use WordTree to combine
multiple datasets together in a sensible
fashion: ImageNet and COCO. We simply
map the categories in the datasets to

synsetsin the tree,
Systematic
Composition O

Answer

YOLO9000 can perform well for
detection on unseen classes. During
training, the authors mix images from
both detection and classification datasets,
However, detection datasets have only
common objects and general labels. If we
want to train on both datasets, we need a
coherent way to merge these labels. For
this, they can use WordTree to combine
multiple datasets together: ImageNet and
COCO, by mapping the categaries in the
datasets to synsets in the tree.

Figure 1. An example of QASA. A question that the reader/author
asks about the paper while reading the paper. To formulate the
answer, one classifies whether the paragraph contains evidence
to answer the question. Evidential rationales are written for each
evidential paragraph and are systematically composed into a com-
prehensive answer.



Example from SPIQA-QASA dataset (qasa_metadata['631'['question’])

Query: What is the correlation between the number of KGs and the performanc
when using zero-shot fusion?

Answer: In Figure 6, while the MTL tends to show the decrease of the
performance when more KGs are utilized for training, our method obtains relative
performance improvement across most of benchmarks.

. ) . AT+CN -- AT+CN .
Evidential Figure: awd | Bad
oo R NN o S
CN+WD \ CN+WD -1
CN+WN - - CN+WN
WD+WN - WD+WN e -
AT+CN+WD - AT+CN+WD -
AT+CN+WN -- - AT+CN+WN {7}--- -
AT+WD+WN AT+WD+WN --
CN+WD+WN | \ -- CN+WD+WN - ‘_2
AT+CN+WD+WN -- :| ‘ AT+CN+WD+WN -
aNLl CSQA PIQA SIQA WG aNLI CSQA PIQA SIQA WG
(b) zero-shot fusion
(a) MTL

w/ KG-C adapter



Example from SPIQA-QASPER dataset (qasper_metadata['56']['question'])

classification tasks?

Eluery: By how much do they outperform other models in the sentiment intent

|

Answer: In the sentiment classification task by 6% to 8% and in the intent
classification task by 0.94% on average.

Evidential Figures: Both figures answer the question.

F1-score (micro, %)

F1-score (micro, %)

Model Inc Corr  Inc+Corr
iBLEU score 0.63 0.00 0.63
Rasa (spacy) 44.00  54.00 54.00
Rasa (tensorflow) 53.06  60.00 59.18
Dialogflow 30.00  40.00 42.00
SAP Conversational AI ~ 59.18  65.31 59.18
Semantic Hashing 72.00  70.00 72.00
BERT 72.00  76.00 74.00
Stacked DeBERT (ours) 80.00 82.00 80.00

Model Complete gtts-witai macsay-witai
iBLEU score 0.00 0.44 0.50
WER score 0.00 2.39 3.11
Rasa (spacy) 92.45 91.51 86.79
Rasa (tensorflow) 99.06 92.89 91.51
Dialogflow 96.23 87.74 81.13
SAP Conversational Al 95.24 94.29 94.29
Semantic Hashing 99.06 95.28 91.51
BERT 98.11 96.23 94.34
Stacked DeBERT (ours) 99.06 97.17 96.23




QASA and QASPER dataset statistics

QASA QASPER Dev | QASPER Train

# of papers 112 281 888

# of original questions 1554 1005 2593

# of papers after filtering 65 132 299

# of questions where answers mention figs/tables 228 372 530

(% of original questions) (14.6%) (37.0%) (20.4%)

Avg. # of questions per paper (after filtering) 3.507 2.818 1.772

Avg. # figs + tables per filtered paper 12.2153 6.6439 7.3177

Avg. # referenced figs + tables per filtered question | 1.6096 1.2849 1.2905



Overall train, val, test splits for SPIQA

. ‘ # Figures ‘
SpUt | sbapers #QUes: | . Plofsi® Charls Vis. Ofhers, | ™ a0/
Train | 25,459 262,524 | 44,008 70,041 27,297 6,450 | 114,728

Val 200 2,085 360 582 173 35 915
test-A 118 666 154 301 131 95 434
test-B 65 228 147 156 133 17 341
test-C 314 493 415 404 26 66 1332

A - QASPER 1.3k+ Qs for test
B - QASA 2k+ for val.
C - new 260k+ for train




All Images from the Paper

Normalized frequency
o © © o
° 2 2 N
& 3 & 8

:
=
3

012

ARTICLE-BASED RECOMMENDATIONS
100 g = o Py
m High qualty et I et
Al articles $ 80 i e o s el
2 (LB waned s Aetorces
S e Whosse
g 60 e
8 s A
- 40 &d Toxt Contants o
5 coment H> 1 Guogty
R I 2 oy
20 3 Govammert
- 5 Gavcaton
0 . o
34567 891011121314 12345678 91011121314151617181920 o o eon = Py
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INPUTS OUTPUTS

Topic modeling Article-based Category-section Generalizing counts via
(Sec. 3.1) collab. filtering (Sec. 3.2)  counts (Sec. 4.1) collab. filtering (Sec. 4.2)
HISTORY HISTORY OF THE DOCUMENT  HISTORY HISTORY
SPORTS FAMOUS RESIDENT DEMOGRAPHICS CAREER
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LI . LI :
.
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o8| o e 08 : 081 = precision (L2R) T"‘},":‘: :'
4+~ reca (L2R)
—&— recal
. - = precision (upper bound) L]
- = precision (upper bound) 06 —m— precision 08 4 recal (upper bound) 06
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o #- precision (L2R) ¥
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SULOMBUC eva uation
0.0 0.0 o

Question: What is the trend in precision, recall as number of recommended sections k increases?

Input Prompt: First find which of the input images are helpful to answer the given question,
and then answer the question.




All Images from the Paper
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Top-1 Accuracy (%)
Mode Method DPLTIBIWIIIT PAVIS
Random 8.3 2.0 1.3
Skeleton (NN) [58] 21.1 28.6
Sinele-shot Skeleton (SVM) [59] 13.8 35.7
i 3D RAM (26| 17.5 | 30.1 11.3
Our method (CNN) 66.8 | 25.4 43.0
Skeleton (NN) [58] 39.3
Skeleton (SVM) [59] 17.9
Energy Volume [70] 14.2 | 25.7 18.9
Multi-shot 3D CNN+Avg Pooling [8] 28.4 | 27.8 27.5
) : 1D RAM [26] 55.6 | 45.3 13.0
Our method (CNN-LSTM+Avg Pooling )| 75.5 | 45.7 50.1
Our method with attention from [88] 75.9 | 46.4 50.6
Our method with RTA attention 76.3 | 50.0 52.4

Single-shot evaluation on TUM-GAID

—
=
-

——RelD from Body Depth

~——RelD from Body RGB

= =RelD from Body Depth & RGB
RelD from Head RGB

RelD from Body Depth & Head RGB

Rank

14

Question: Which method achieves the highest Top-1 Accuracy for multi-shot person re-
identification on the BIWI dataset, and how does it compare to the best single-shot method?

Input Prompt: First find which of the input images are helpful to answer the given question, and

then answer the

question.
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Eval Setup & Metrics



Eval Setup — Tasks

Goal: Answer the question and ground the response in the correct figure.

Girect QA \

e Allimages (figures

and tables) only

e Question

e Prompt the model
to only answer the
question.

\_ /




Eval Setup — Tasks

Goal: Answer the question and ground the response in the correct figure.

ﬁoT QA

Direct QA

e Allimages (figures
and tables) only

e Question

e Prompt the model
to only answer the
question.

~

All images (figures
and tables) only
Question

Prompt to first
retrieve helpful
image and then
answer the

question /




Sample prompt for CoT QA

You are given a question, a few input images, and a caption correspogg;gg
to each input image.

First, please determine which ima and corresponding caption 1s most
lpful to answer the qgquestion d briefly explain why.

Next, pleasegermerate a direct answer to the question. Question:
<question>.

First output which image is helpful in the following format: {'Image': A
'Rationale': 'Very Brief Explanation on Why Image A is helpful'} where A
is the image number.

\\Tixt, answer the question as The answer 1is : <Your Answer>. )////




Eval Setup — Tasks

Goal: Answer the question and ground the response in the correct figure.

Direct QA CoT QA ﬁrect QA w. Full Text \

e Allimages (figures e Allimages (figures e Allimages (figures
and tables) only and tables) only and tables)

e Question e Question e Full text of the

e Prompt the model e Prompt to first paper
to only answer the retrieve helpful e Question
question. image and then e Prompt the model

answer the to only answer the

question \ question. /




Models

e  Gemini 1.0 pro vision
e Gemini-1.5 pro

e Gemini 1.5 flash

e Claude-3 (Opus)

e GPT-4o0

e GPT-4 Vision

SPHINX-v2
InstructBLIP 7B
LLaVA 1.5 7B
XGen MM
InternLM-XC
Cog-VLM

Support only 1
image for
inference.



Models

Gemini 1.0 pro vision
Gemini-1.5 pro
Gemini 1.5 flash
Claude-3 (Opus)
GPT-40

GPT-4 Vision

Tuning (single image VQA)

InstructBLIP 7B
LLaVA 1.5 7B

Gemini 1.0 pro (single and multi-image)

SPHINX-v2
InstructBLIP 7B
LLaVA 1.5 7B
XGen MM
InternLM-XC
Cog-VLM

Support only 1
image for
inference.



Metrics

O O O O O

BLEU METEOR ROUGE-L CIDEr BERTScore



Metrics

O O O O O

BLEU METEOR ROUGE-L CIDEr BERTScore

But, existing metrics are insufficient to correctly evaluate free-form QA
especially where there is just a single ground truth reference.



LLM-Log-likelihood Score (L3Score)

Is the semantic meaning of the predicted
response similar (equivalent) to the
ground truth answer?

L3Score = P(yes)



LLM-Log-likelihood Score (L3Score)

You are given a question, ground-truth answer, and a candidate
answer.

Question: <question>
Ground -truth answer: <GT>
Candidate answer: <answer>

Is the semantic meaning of the ground-truth and candidate answers
similar? |[Answer in one word - Yes or No|




L3Score: Normalized log-probs for binary classification

exp(lyes)
exP(lyes) +exp(lno)

L3Score = softmax(z)yes =

® [ , /[ : log-probg of foken yes’ and no’

yes” o

® ccoring mode

® approx. for GPT-90
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Results



GPT-40 best on test-A and test-C, Claude-3 tie on test-B

B [LaVA-1.5-7B === XGen-MM  ®78 InternLM-XC  ® Gemini 1.5 Pro == Claude 3 (Opus) @ GPT-40
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SPIQA test-A SPIQA test-B SPIQA test-C




GPT-40 best on test-A and test-C, Claude-3 tie on test-B

Method

SPIQA test-A

SPIQA test-B

SPIQA test-C

M R-L [ © B-F1 L3S M R-L C B-F1 L3S M R-L C B-F1 L3S
Zero-shot Closed-Weight MLLMs

Gemini Pro Vision [64] | 229 383 1246 6487 4385 | 99 190 29.1 5483 3184 |[11.6 194 478 4895 3198
Gemini 1.5 Flash [57] | 254 388 1109 6584 5420 | 115 194 244 5632 3604 | 144 18.1 455 4879 36.67
Gemini 1.5 Pro [57] 234 355 871 6436 5349 | 108 193 268 56.62 4327 | 126 168 402 4751 36.72
Claude 3 (Opus) [] 250 415 1202 6584 6126 | 127 192 17.0 5703 4954 | 155 297 926 5235 43.88
GPT-4 Vision [ !] 23.1 377 1138 64.01 5667 | 122 188 237 5509 4362 | 152 229 755 5102 4085
GPT-4o [1¥] 255 422 1337 66.14 64.00 | 10.7 189 31.8 5373 4622 | 156 313 984 5357 46.68




Figures+Captions > Figures only >> Captions only

-k Figures & Tables w/ Captions
45 4 o ! 45
60 N Figures & Tables R
—- Captions only S
- w o
40
50 4 35 4
-
o P e -4k~ Figures & Tables w/ Captions L 354 Q. | & ee” = Figures & Tables w/ Captions
o i o o -
O 404 22 ¥ Figures & Tables 8 g v N Figures & Tables
v ’
- &~ Captions onl 4~ Captions only
n v . Y ﬂ 30 4 ﬂ 25 4
30 1 20 4
25
15 4
20 1 20
10 -
Gemini Pro  Gemini1.5F  Gemini 1.5 P GPT-av GPT-d0 GeminiPro  Gemini15F  Gemini1.5P GPTaV GPT40 GeminiPro  Gemini1L5F  Gemini 1.5 P GPTaV GPT40
Zero-shot Closed-Weight MLLMs Zero-shot Closed-Weight MLLMs Zero-shot Closed-Weight MLLMs

(a) Results on test-A. (b) Results on test-B. (c) Results on test-C.

Figure 3: Ablation on the importance of captions in the QA task. All Gemini and GPT variants
suffer when captions are omitted. All numbers are for direct QA with figures and tables.



L3Score correlates well with human intuition

Reference Image Question: Which method
, step function - has the best performance
IS o .~ | in terms of average error
7 mp 7 P for the step function?
‘9-“ -A- Robust ..,V ///
F3 ~* | Answer: The proposed
. A method in the paper
F;".:-—-g'”'/_-ﬂé//a shows lowest error rate.
Y Y owerme " | Figure Type: Plot.
bl faiti [R—L: 0| |BERT: 35] [L3s: 100]
Ours. Correct
Gemini 1.5 Flash
Proposed method. | R-L: 100 | [BERT: 58| [L3s: 100 |
Correct




L3Score correlates well with human intuition

Reference Image Question: What is the difference between the
R T T Inference and Posterior modules?
: J N Ext (Cent RBConvLSTM[
' XWR :: start ) b))

e Answer: The Inference module is trying to
| e, ¢ nforence odie | " predict the next frame based on the previous
| X [£ e ] LT P hl frame and the dynamic constraint, while the
(T S - "L fsm, | Posterior module is trying to reconstruct the
. 1/ Posterior Module N St T <)

' , P ¥ 4| current frame.

)QJ E Enc h -‘ LSTMpst - Ppst Snis Dec
5 &

e = o | Figure Type: Schematic.

Masked L1 <«

GPT-4V

The Inference module takes the previous frame and dynamic constraint, while the
Posterior module takes the current frame. This difference results in different
output frames. Almost Correct

R-L:37.0 | BERT: 65 | [135:96.9)




Higher resolution = Better performance

L3Score (GPT-40)
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Performance of open source models were a bit mixed

InternLM and LLaVA works good among the open models.

Method

SPIQA test-A

SPIQA test-B

SPIQA test-C

M R-L (& B-F1 L3S M R-L C B-F1 L3S M R-L C B-F1 L3S
Zero-shot Open-Weight MLLMs

SPHINX-v2 [15] 43 172 605 46.70 7.38 38 1.1 126 4219 8.24 1.0 33 110 8.03 3:32
InstructBLIP-7B [17] 95 189 626 47.70 7.50 35 95 163 39.62 7.07 28 155 366 4845 879
LLaVA-1.5-7B [35] 26 347 1178 61.61 1386 | 7.7 155 168 4721 9.63 70 151 267 4555 953
XGen-MM [5¥] 173  30.6 127.0 58.4l 1374 | 44 80 11.1 3549 8.18 42 174 466 4525 10.66
InternLM-XC [ 1] 222 292 737 5357 1828 | 81 129 168 36.00 1247 | 85 114 205 3458 11.84
CogVLM [71] 204 279 592 5124 1689 | 79 160 262 4393 9.60 9.7 139 244 4290 1252




Finetuning on SPIQA improves open source model perf.

SPIQA test-A SPIQA test-B SPIQA test-C
M R-L C B-F1 L3S M R-L & B-F1 L3S M R-L C B-Fl1 L3S

Fine-tuned MLLMs

InstructBLIP-7B [17] 17.8 325 1100 62.10 4390 | 88 172 286 5279 31.82 | 10.1 228 69.8 50.22 3348
AlnstructBLIP-7B FT - ZS 831 13617 4741 144017 36401 531 771 1231 13171 24751731 731 3321 17717 24.691

LLaVA-1.5-7B [35] 238 360 121.2 63.74 4545 | 11.0 184 295 53.13 3350 | 105 241 69.6 50.15 3240
ALLaVA-1.5-7B FT - ZS 124 137 3471 2137 31597337 31T 1277 59271 23871 (35T 90T 4291 460T 22877

Method

Fine-tuned LLaVA is almost as good as Gemini Pro Vision.
Train set is useful!



All Images from the Paper
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Helpful Images: Figure 4 and Table 2. Correct
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The depth of residual networks generally improves their performance. Deeper ResNets
consistently achieve lower error rates and higher mAP scores compared to their shallower
counterparts and non-residual networks. For instance, ResNet-101 outperforms VGG-16 in
detection tasks (Image 0 and Image 7), and deeper ResNets (e.g., ResNet-152) show better
performance in error rates on ImageNet validation (Image 1). Also, extremely deep ResNets
(e.g., ResNet-110 and ResNet-1202) maintain lower errors on CIFAR-10. Correct

GT Answer: The increased depth of Residual network improves performance of this network,
lower training error and make it generalizable to data. It also addresses degradation problem.

= ResNet-18) VW AAAANNAD,
- == ResNet-34) 34-layer
" (] 10 20 30 40 50 :IU 0 20 0 ) 50
e (10d) e (108)
training data 07+12 07++12 = =
testdata__| VOC 07 test | VOC 12 test e | mo S0 IS o
VGG-16 72 704 Yockie bt 212
ResNet-101 76.4 738 ResNet-101 484 27.2
method top-5 err. (test)
— VGG [41] (ILSVRC 14) 732
[ ] GoogLeNet [44] (ILSVRC' 14) 6.66
VGG [&1] (v5) 68
[ os | PReLU-net [13] 494
& BN-inception [16] 482
- ResNet (ILSVRC'15) 357

¥
= [R-L: 235] [BERT: 507 [ Lave:o | [ 13s:100 |
aw ] e
T v
plain ResNet
18 layers 27.94 27.88
34 layers 28.54 25.03

Question: How does the depth of the residual networks affect their performance in the
experiments?

Input Prompt: First find which of the input images are helpful to answer the given question,
and then answer the question.




= Hugging Face Evaluation Code

M/ R4

arxiv.org/abs/2407.09413 huggingface.co/datasets/google/spiga github.com/gooagle/spiga



http://huggingface.co/datasets/google/spiqa
http://github.com/google/spiqa
https://arxiv.org/abs/2407.09413

Understanding Scientific Literature via
Expert-driven QA

Expert Evaluation of LLM World Models: A High-T c Superconductivity Case Study
arxiv.org/abs/2511.03782



https://arxiv.org/pdf/2511.03782

3279 total papers

Experimental
1726

Library of papers in high-temperature
superconductivity

Theoretical

1553

Review articles (all open access)

-

) ~y List of all papers

[ Questions based on J referenced.
experimental evidence g 5
\ =
[ section J %E

Task: Given question, ground answer in experimental evidence.

Being able to answer and ground responses in
experimental evidence (across years) is a challenge.



RAG system using image and text embeddings
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Expert evaluation of systems

Score

Score

(a) Balanced Perspective

ChatGPT Perplexity Claude Gemini NotebookLM Custom

(b) Factually Comprehensive

ChatGPT Perplexity Claude Gemini NotebookLM Custom

(d) Supported by Evidence

(e) Relevance of Image

ChatGPT Perplexity Claude Gemini NotebookLM Custom

Perplexity Custom

(c) Succintness

ChatGPT Perplexity Claude Gemini NotebookLM Custom

(f Number of Grades
. Aspect
Systom——r @ [®) [ @ | @ | (@
1 ChatGPT-4o 63 | 63 | 63 | 60 | N/A
Perplexity 63 | 63 | 63 | 60 | 166
1 Claude 3.5 63 | 63 | 63 | 60 | N/A
Gemini A. P. 1.5 | 63 | 63 | 63 | 60 | N/A
1 NotebookLM 63 | 63 | 63 | 60 | N/A
Custom 63 | 63 | 63 | 60 | 166




CURIE: Evaluating LLMs On
Multitask Scientific Long Context
Understanding and Reasoning

'Google, Harvard, 3University of Zurich, 4NIST, SUMD College Park, °Rutgers, 'FU Berlin, 8Modelyst, *Cornell
{vsubhashini}@google.com

73 ICLR 2025



Can LLMs assist scientists in some workflows?

MIGRATION STUDIES VOLUME 3 « NUMBER 1 » 2015 « 89-110 89

Modeling internal migration flows
in sub-Saharan Africa using

census microdata
o o Can we reproduce the
Andres J. Garcia"**, Deepa K. Pindolia"*?,

Kenneth K. Lopiano '™ and Andrew J. Tatem*#%5"" anaIyS|S in th'S StUdy?

"Department of Geography, University of Florida, Gainesville, FL, USA, ‘Emerging Pathogens Institute, University of
Florida, Gainesville, FL, USA; “Clinton Health Access Initiative, Boston MA, USA; **Department of Statistics, University
of Florida, Gainesville, FL, USA; ''Statistical and Applied Mathematical Sciences Institute, Research Triangle Park, NC,
USA; i of and , University of Highfield, h UK;
“*Fogarty International Center, National Institutes of Health, Bethesda, MD, USA; ***Flowminder Foundation,
Karolinska Institute, SE-171 77 Stockholm, Sweden.

s Can | apply the same
Abstract techniques for Europe?

Globalization and the expansion of transport networks has transformed migration into
amajor policy issue because of its effects on a range of phenomena, including resource
flows in economics, urbanization, as well as the epidemiology of infectious diseases.
Quantifying and modeling human migration can contribute towards a better under-
standing of the nature of migration and help develop evidence-based interventions for
disease control policy, economic development, and resource allocation. In this study
we paired census microdata from 10 countries in sub-Saharan Africa with additional
spatial datasets to develop models for the internal migration flows in each country,
including key drivers that reflect the changing social, demographic, economic, and
environmental landscapes. We assessed how well these gravity-type spatial interaction
models can both explain and predict migration. Results show that the models can
explain up to 87 percent of internal migration, can predict future within-country mi-
gration with correlations of up to 0.91, and can also predict migration in other coun-
tries with correlations of up to 0.72. Findings show that such models are useful tools for
understanding migration as well as predicting flows in regions where data are sparse,
and can contribute towards strategic economic development, planning, and disease
control targeting.

1. Introduction

Human population movements are an important component in a wide range of diverse



Can we measure scientific problem-solving ability?

This requires
e Knowledge of the domain
e Long-context capabilities
o  to understand context of the problem
e Reasoning ability

o to apply the knowledge in the context of a
given problem



CURIE: Test scientific problem solving

(scientific long-Context Understanding Reasoning and Information Extraction benchmark)

mmm MMLU: Knowledge B GPQA: Science Expertise
mmm DROP: Linguistics mmm CURIE: Science + Long Context (ours)

Gemini 1.0 Pro Gemini 1.5 Pro

80

Score
N
(o)

N
o

o



Avg. 15k words in the input, and 260 words in output

QECC |—| D__|
|_-__|

Materials "
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il wev il - g o

1000 2000 4000 8000 16000 32000 64000
Input Word count

MPV

 Biodiversity -
(138)

GEO

Quantum
- Computing "

QECC

PDB

Ground truth word length count




Example: Materials Science

Given a paper we want to reproduce the DFT
calculations done in this paper.

DFT-S

DFT-P

DFT-C

MPV

Domain

Material
Science

Material
Science

Material
Science

Material
Science

74

74

74

17

Brief Description

Extracts input material structures
for DFT calculations.

Extract parameters for DFT
calculations.

Write functional code for DFT
computations.

Identify all instances of materials,
their properties, and descriptors.

Coexistence of Co doping and strain on arsenene
and antimonene: tunable magnetism and half-
metallic behavior

Yungang Zhou, @* Geng Cheng and Jing Li

m of two-dimensional (20) syster i for the appication of
jon devices. In thi ploying density functional
of Co doping ar fectively control the spin

Density Functional Theory
(DFT)

DFT-S: Identify input structures.

DFT-P: Identify DFT calculations
and params.

DFT-C: Write python code for DFT
calculations.

“common_name": “arsenene”,
"scientific_name": "NaN",
"type": "surface”,
“composition": "As2",
“crystal_or_isolated": "surface”,
“vacuum™: "[0,0,15]",
“supercell": "[4,4,1]",
“cell_size": "NaN",

"software": “vasp",
“functional”: "PBE",

"k-points": “[8,8,1]",
"pseudopotentials”: "NaN",
"basis_set": "NaN",
“energy_cutoff": 500.0,
"force_convergence": 0.01,
"energy_convergence™: "NaN",

def get_strained_structures(atoms: Atoms) -> list{Aton]
strains = np.linspace(0.96, 1.08, 7)
return_list = ]
for strain in strains:
strained_atoms = deepcopy(atoms)
atoms.cell *= strain
atoms.positions *= strain

return_list.append(strained_atoms)




Example: Protein Data Bank

ATOM i1 N MET A 16. 196 19.e23 89 39.43 N
3 b .88 37.11 C

3d protein ¢
89 33.33 0

structure ;
.00 40.41 C

ATOM 7 SD MET A 890 43.32 S
ATOM 8 CE MET A 1.0 43.21 C
ATOM 9N ASP A 80 32.83 N
ATOM 18 CA ASP A .80 29.06 C
ATOM 11 C ASP A 2 89 25.84 C
ATOM 12 © ASP A < 88 21.31 o
ATOM 13 CB ASP A 2 80 33.29 C
ATOM 14 CG ASP A 2 1.090 37.60 C
ATOM 15 QD1 ASP A 2 80 38.01 0
ATOM 16 QD2 ASP A 2 80 137.98 0
ATOM 17 N SER A 3 .09 20.77 N
ATOM 18 CA SEB A 3 90 20.44 C
ATOM 19 ¢ SER A 3 1.6 17.38 C
ATOM 26 0 SERA 3 .00 16.34 0
ATOM 21 CB 3ER A 3 89 23.65 C
ATOM 22 0G SEB A 3 80 28.37 0
ATOM 23 N ASNA 4 00 15.29 N
ATOM 24 CA AS 6 15.92 C
C

AT 23 ¢ éﬁ[ Amino acid sequence } 14.27

MDSNTVSSFQVDCFLWHVRKQVVDQELGDAPFLDRLRRDQKSLRGR
GSTLGLNIEAATHVGKQIVEKILK

PDB task requires reconstructing a protein’s amino acid
sequence from the 3D structure.



[ GNP boundary
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e

BIOGR task requires identifying lat./lon. (georeferencing) of a map image.



CURIE: 10 tasks requiring different capabilities

Outout Primary
Brief Description Capability P Eval.
Format .
metric
DFT-S Ma?terlal 74 Extracts input materlal structures | entity recoganlon, JSON LLMSim-F1
Science for DFT calculations. concept tracking
concept
DET-P Ma?terlal 74 Extract Parameters for DFT extraf:tlon, JSON LLMSim-F1
Science calculations. tracking,
aggregation
. . . concept
DET-C Mz?terlal 74 Write func?tlonal code for DFT aggregation, TEXT ROUGE-L
Science computations. coding

entity recognition,

MPV Ma.\terlal 17 Ider]tlfy all |n§tances of matcerlals, o JSON LLMSim-F1
Science their properties, and descriptors. . .
extraction, tracking
R concept
Quantum Create a YAML file with the Error
ECC . 65 . . tion, YAML ROUGE-L
Q Computing Correction Code’s properties. aggregation

summarization




Different kinds of outputs: dicts, equations, text etc.

HFD

HFE

GEO

BIOGR

PDB

Domain

Condensed
Matter Physics

Condensed
Matter Physics

Geospecial

Biodiversity

Protein
Sequencing

64

19

15

38

138

Brief Description

Derive the Hartree-Fock
mean-field Hamiltonian for a
quantum many-body system.

Extract the most general
mean-field Hamiltonian.

Extract information for all
geospatial datasets used along
with the spatial and temporal
extents.

Determine the latitude, longitude
bounding box encompassing the
region in the map image.

Reconstruct a protein’s amino acid

sequence form the 3D structure.

Capability

concept extraction,
algebraic
manipulation,
reasoning

concept extraction

concept extraction,
aggregation

visual comprehension,
reasoning

tracking, aggregation
reasoning

TEXT

TEXT
(latex
equation)

JSON

JSON
(Iat. lon.
co-ordin
ates)

Code or
TEXT

Primary
Eval.
metric

ROUGE-L

ROUGE-L

ROUGE-L

Intersectio
n-over-Uni
on (loU)

Identity
ratio (IDr)




Evaluation metrics

<

Programmatic
Doeen't require an UM e.9. ROUGE-(, Iol/

LLM-based

Uces an (UM ac a proxy o rate or measure

cemantic closenecs



LMScore: Coarse evaluation of outputs

2
LM Score = Zp(xt) X Wy

t=0
xy € {bad, ok, good}

Wt € {O, 05, 1}



LLMSim: LLM eval for optimal match b/w list of dicts

DG A set of ground truth dictionaries

[

{"material"”: "Indium Nitride", "property": "band gap"},
{"material”: "Silicon", "property'": "power conversion efficiency"}
{"material": "Zinc Oxide", "property": "Direct band gap"},

1

D P Asetof predicted dictionaries

[

{"material”: "ZnO","property'": "Exciton binding energy"},
{"material”: "Indium nitride", "property": "band gap"},
{"material": "Si", "property": "power conversion efficiency\nPCE"}

{"material”: "ZnO", "property": "band gap"},



LLMSim: LLM eval for optimal match b/w list of dicts

LLMSlm = M(DP7 Dg) Match each ground trvth record to a predicted record

{N one, if no match in values

Dp = DP . arg max S (f’l, , Dp’ Dg) Select predicted record most similar to ground truth




LLMSim: LLM eval for optimal match b/w list of dicts

LLMSlm = M(DP7 Dg) Match each ground trvth record to a predicted record

{N one, if no match in values

Dp = DP . arg max S (f’l, , Dp’ Dg) Select predicted record most similar to ground truth

[(Dyp, Dyg) € M|
| Dpl

(Dp, Dy) € M|
| D¢

PT: 7R€:

Compute Precicion and Recall



LLMSim: LLM eval for optimal match b/w list of dicts

LLMSlm = M(DP7 Dg) Match each ground trvth record to a predicted record

{N one, if no match in values

Dp = DP . arg max S (f’l, , Dp’ Dg) Select predicted record most similar to ground truth

D,,D;)e M D,,D,) e M
P'r — |( i IDggl ’ 5 Re —_ ’( i |DgG)| ‘ Compute Precicion and Recall
N
fl _— 2 X P,r X Re ; FlmaCTO — E]‘ fl Compute (1 ccore and avg. F1

Pr + Re N



Analysis across tasks

mmm Gemini 2.0 Flash Gemini 1.5 Pro B Gemini 1.5 Flash vava GPT-40 mmm Command R+ Gemini 1.0 Pro mmm Mixtral-8x7b B longlLLaMA
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Frontier models do better on extraction tasks

0.9
mmm Gemini 2.0 Flash Gemini 1.5 Pro . Gemini 1.5 Flash vava GPT-40 mmm Command R+ * Gemini 1.0 Pro mmm Mixtral-8x7b B longlLLaMA
0.8 Claude 3 (Opus)
_ )
0.7 /__ - N M
0.6 .
) 0.5 : 3
wn 0.4 il
03 | il | 4 ‘ ‘, i |
| d ! ! ' l d ol ’ b
0.1 |H s i T I o[l [/ y
il i wi' 1
0.0 ! Il. E I‘i ii 45 P ‘ ¢ . ‘ I O ’ P ‘ @i
DFTS DFT-P DFT-C MPV HFE QECC GEO \ BIOGR )

f

® CExtraction taske (DFT-S, MPV, HFE) and geo-referencing (BIOGR) are easier.




Reasoning - derivation, aggregation see lower perf.

0.9
mmm Gemini 2.0 Flash Gemini 1.5 Pro . Gemini 1.5 Flash vava GPT-40 mmm Command R+ * Gemini 1.0 Pro mmm Mixtral-8x7b B longlLLaMA
0.8 Claude 3 (Opus)
0.7
0.6 =
@05 T
S - aERYs R
wn 0.4 |
- a
0.3 it ‘ o
02 H : ; & ’ ‘
0.1 ! & i i
Xz o2 | 6l ? ii i ; ' 5
0.0 - 5 I l. E I‘i ii q | I O ’ ‘ i
DFT-S \_ DFT-P VAN DFT-C Y, MPV HFE QECC GEO BIOGR

Task

® CExtraction taske (DFT-S, MPV, HFE) and geo-referencing (BIOGR) better perf.
® Reaconing e.9. derivation (HFD), aggregation and coding (DFT-P, DFT-C) harder.




Newer models use code to solve some problems!

mmm Gemini 2.0 Flash Gemini 1.5 Pro . Gemini 1.5 Flash vava GPT-40 mmm Command R+ * Gemini 1.0 Pro mmm Mixtral-8x7b B longlLLaMA
Claude 3 (Opus)
o i D ' )
| I | (1l N Al il i
b | I b d 0 ' J 0 h
L ol it S0HE Elbc 206 ELE
DFT-S DFT-P DFT-C MPV HFD HFE QECC
Task

®  (emini Flasch 2 decided to generate code for half of the examples for PDB and
those were afl correct! Other 50% it wrote out the sequence and made mistakes
like The other models



mean score

Sliced by difficulty, models do better on easy examples

0.

0.

0.

0.

0.

4
3
2
0 ull
Gemini 2.0 Flash Claude 3 (Opus) Gemini 1.5 Pro  Gemini 1.5 Flash GPT-40 Command R+ Gemini 1.0 Pro Mixtral-8x7b
model

Experts marked each example as easy, difficult or hard, often based on how spread-out the information required to answer the question is.

difficulty
B Easy
mmm Medium
Hard

LongLLaMA



LM Score - GPT 40
o o o o

LMScore: Model eval ~ to human eval (bad, okay, good)

task = DFT_metadata

Human Evaluation

ay
Human Evaluation Human Evaluation Human Evaluation Human Evaluation

2
LM Score = Zp(:r;t) X Wy (1)

p(z¢) is computed by réndrmalize the probabil-
ities of the tokens by considering a softmax()
operation on the log-probabilities of the tokens:

([lbada loky lgood])-

Human Evaluation



LLMSim for exhaustive retrieval

Model DFT-S DFT-P MPV MPV-non-trivial MPV-specific
Pr. Rec. F1 Pr. Rec. Fl Pr. Rec. Fl Pr. Rec. Fl Pr. Rec. F1
Zero-shot Open Weight LLMs
Mixtral 2496 2330 2267 9.12 6.13 7.09 |31.86 23.29 2282 (29.70 21.14 22.31|22.20 35.05 22.64
Command-R+ 41.67 2795 32.19| 692 463 541 [2264 2725 2080 | 3.87 631 452 |[18.18 17.84 1597
LongL.LaMa 126 147 136 | 299 395 313 | 0.00 0.00 0.00 | 0.00 0.00 0.00 | 0.00 0.00 0.00

Zero-shot Closed Weight LLMs

Gemini 1.0 Pro 11.19 12.62 10.93 | 23.1 21.01 20.56 | 31.28 32.92 31.00 | 36.41 34.92 31.78 | 24.86 38.76 23.26
GPT-4o0 36.96 29.50 30.63 | 27.93 19.66 22.13 |39.22 24.14 2590 | 45.10 24.08 30.05| 3235 21.77 2297
Gemini 1.5Pro | 36.04 33.67 32.11 | 23.67 16.53 19.00 | 23.86 38.36 26.85 | 31.74 42.60 30.08 | 25.00 31.34 24.48
Gemini 1.5 Flash | 33.07 48.74 35.28 | 22.35 16.42 1791|1641 5090 23.16 | 15.82 50.97 21.69 | 14.77 3290 17.76
Gemini 2.0 Flash | 31.38 40.46 3239 | 8.22 7.74 7.68 | 35.84 46.56 36.99 | 30.81 47.76 33.79 | 26.48 33.64 24.37
Claude 3 (Opus) | 40.45 32.89 33.76 | 27.26 17.17 19.87 | 41.35 35.60 34.04 | 45.64 43.67 38.32 | 32.18 47.06 31.48

Table 2: Retrieval performance using LLMSim On tasks requiring exhaustive retrieval of infor-
mation we use LLMSim and compute Precision, Recall, and F1 scores on each document and report
the mean. We also include 2 ablations for the MPV task where we ask the LLM to retrieve non-trivial
or specific property values (refractive index and optical bandgap) for materials.



Highest score 32% — much room for improvement

Gemini 2.0 Flash [

Claude 3 (Opus)
Gemini 1.5 Pro

Gemini 1.5 Flash [
GPT-40
command R+ |G
Gemini 1.0 Pro
Mixtral-8x7b [

LongLLaMA

0.0 0.1 0.2 0.3
Average Score



CURIE: Data and code on GitHub

github.com/google/curie arxiv.org/abs/2503.13517



http://github.com/google/curie
http://arxiv.org/abs/2503.13517
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FEABench

Evaluating LLMs on MultiPhysics
Reasoning Ability




Finite Element Analysis

Submarine Target Strength

o
e Application ID: 90091
) |
D)
Clely
Cle
‘ |

The primary defense of a submarine lies in its capacity to remain hidden
during operation. As radio waves are strongly absorbed by seawater, sound

COMSOL Blog navigation ranging, or sonar, is one of the main methods used for the
detection of submarines. Sonar systems are also used for underwater
Modeling the Official Euro 2024 Match Ba" exploration as well as in the fishing industry.

Designers analyze the way acoustic waves are reflected in order to minimize

R by Ed Fontes June 14, 2024 the equivalent reflecting area of the submarine. The target strength, or TS, is
a measure of the area of a sonar target. This tutorial presents a simplified

method to analyze the TS of the benchmark target echo strength simulation
(BETTSi) benchmark submarine.

Forecasting the Ice Loss of Greenland’s Glaciers with Viscoelastic
,,‘Wﬁ ™\ Y ﬂ " ”\le .WI .f (d 'q""'f\q Modeling
{ ' ‘ : ' Alfred Wegener Institute, Bremerhaven, Germany
The Northeast Greenland Ice Stream’s discharge of ice into the ocean has been
' | "’ “ accelerating. To help forecast future discharge, researchers at the Alfred Wegener
""‘V Institute have developed an improved viscoelastic model to capture forces that
contribute to glacial flow. read more



COMSOL Multiphysics

Finite Element Software Software
e COMSOL is popular FEA software "
e There are other python based ,
software

=E

COMSOL Multiphysics is a finite element analyzer,
solver, and simulation software package for various
physics and engineering applications, especially
coupled phenomena and multiphysics. The software
facilitates conventional physics-based user interfaces
and coupled systems of partial differential equations.
Wikipedia »



Skills for solving a problem with COMSOL entail?

e Spatial and Physics reasoning skills
o How to compose and represent geometries (eg: a cross-section of a
cylinder can be represented as a 2D axisymmetric rectangle)
o Setting boundary conditions

e Instruction Following
o Correct units
o Assigning selections to numeric identities correctly

e Code Generation
o Generate executable code (API calls) in a domain specific language



Example problem from a tutorial

(Finite Element Analysis Description: 2D Axisymmetric Steady-State Heat Conductionin a )
Cylinder
ANALYSIS TYPE: Steady-state heat conduction with axisymmetric geometry.
GEOMETRY: * The domain is a cylindrical section defined by: * Inner radius: 0.02 m * Outer radius: 0.1 m
* Height: 0.14 m
*The geometry represents a 2D cross-section of this cylinder, with the width corresponding to the difference
between the inner and outer cylindrical surfaces.
LOADING: * A constant heat flux of 5e5 W/m? is applied to the inner cylindrical surface, between z=0.04 ...
BOUNDARY CONDITIONS:
* The outer cylindrical surface, top surface, and bottom surface have a uniform temperature of 273.15 [K].
MATERIAL PROPERTIES: * Thermal conductivity (k): 52 W/(m-K) ...
OUTPUT: The analysis should determine the temperature in Kelvins [K] (Kelvins are the default units) at ...
Export the table with the value to OUTPUT_PATH/output.txt
SELECTION IDENTITIES: DOMAINS: * Thermal Conductivity applies to the entire geometry, all
domains, or Domain 1. BOUNDARIES: * The temperature setting T\_0 = 273.15 [K] applies to
Boundaries 2, 5 and 6. * The constant heat flux applies to Boundary 3.

Q-\RGET DESCRIPTION: Temperature at the location R=0.04 m, Z=0.04 m in K.




Data: Took problems from tutorials

FEABench Gold

Input data
e 15 Problem descriptions
e Model Definition
e Modeling Instructions

Heat
Transfer
4

Output
e .mph files which are
COSMOL JAVA API
[Ground truth code]

e A single numerical solution when solved



Setup

Input: Problem

Description

Evaluation

—

:>

LLM / LLMAgent:

Derived Artifacts generated upon
executing LLM Output

Agent Target Output:

COMSOL JAVA API Code

COMSOL Sandbox

-

Sandbox Replies / Error <:|
Messages £
*Hodel. Unetrled mph * Target Value saved in a File *
% Version: COMSQ) 6.1.0.357
% Date: Jul 31 2024, 00:05
% Table: Table 2 - Global Evaluation 1
% Time (s) State variable u (1)
3K 1.6618884492995585




Agents

e One-shot prompt

e Agent with Physics documentation in context

e Multi-turn agent. Has access to

Sandbox for execution

Tools to query properties from the API

RAG to retrieve relevant code snippets

Option to do self-improvement and debug code
m |.e. can retry with feedback

O O O O



Evaluation metrics

<

Code structure

Ic it calling the right methods?
I¢ it using the right kinds of arquments

Code execution

Iec the code bug-free?
Progrecs: At what stage does it break?



Table 5: Code Metrics: Comparison across tasks, prompts and agents.

Experiment Executability = Model Tree Code Valid Target
Score Similarity

ModelSpecs : One-Shot 0.6040.05 0.4640.07 0.1740.03 0/15

ModelSpecs : PhyDoc In-Context 0.62+0.05 0.58+0.07 0.15£0.02 1/15

ModelSpecs : Multi-Turn Agent 0.88+0.03 0.56+0.08 0.1740.03 2/15




Claude 3.5 Sonnet solves 1/ 15 problems

Claude 3.5 Sonnet

GPT-40

Gemini-1.5-Pro

Gemma-2-27B-IT

Gemma-2-9B-IT -

CodeGemma-7B-IT -

1/15

Executability Model Tree Score Valid Target
0.79+0.0B 0.69+0.0)
0.78+0.03 0.56+0.06 g 0/15
g 0/15
g 0/15
———-0.44x0.06 1 |——| 0.28+0.06 g 0/15
—————— 0.52+0.07 g ———— 0.35+0.06 R 0/15
0.0 02 0.4 0.6 0.8 0.0 0.1 02 03 0.4 05 0.6 0.7 0.8 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07
Score Score Score

Claude 3.5 and GPT-40 are better than most



Score

Multi-turn agent solves 2 / 15 problems

Executability

1.04

0.6 1

0.4 1

0.2 1

0.0-
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The Cloud-Based Geospatial
Benchmark: Challenges and LLM
Evaluation

'Google, 2McGill University, *Harvard University, “Concordia University, *Spatial Informatics Group, ®University of San Francisco

Terrabytes @ ICML 2025



What is Google Earth Engine?

Standardized collection of geospatial data
(more than 100PB!)

MODIS

API Docs

Datasets tagged temperature in Earth Engine 0 -

Filter list of datasets

SPElbase: Standardised
Precipitation-Evapotranspiration
Index database, Version 2.8

The Global SPEI database (SPElbase)
offers long-time robust information about
drought conditions at the global scale, with
0.5 degree pixel size and monthly
cadence. It provides SPEI time scales from
1 to 48 months. The Standardized
Precipitatin-Evapotranspiration Index
(SPEI) expresses, as a standardized variate

ERAS Daily Aggregates - Latest
Climate Reanalysis Produced by
ECMWEF / Copernicus Climate

=

ERAS Monthly Aggregates - Latest
Climate Reanalysis Produced by
ECMWEF / Copernicus Climate

[

ERAS is the fifth generation ECMWF
atmospheric reanalysis of the global
climate. Reanalysis combines model data
with observations from across the world
into a globally complete and consistent
dataset. ERAS replaces its predecessor,
the ERA-Interim reanalysis. ERAS DAILY
provides aggregated values for each day

J

ERAS is the fifth generation ECMWF
atmospheric reanalysis of the global
climate. Reanalysis combines model data
with observations from across the world
into a globally complete and consistent
dataset. ERAS replaces its predecessor,
the ERA-Interim reanalysis. ERAS
MONTHLY provides aggregated values for

oach manth far

Computational power + API
to make sense of that data at scale.

elv = ee.Image('

elv_img = elv.updateMask(elv.gt(0))

Image (url=elv_img.getThumbURL
'‘min': 0, ': 2000,




Benchmark of cloud-based geo-spatial problems

Assignments from Cloud-Based Remote Sensing with
Google Earth Engine [Book, www.eefabook.org]

e The book is available online (LLMs are trained on it),
but the answers are not.

e Partnered w/ Editors/ Authors

e Experts and students wrote answers to textbook
questions and developed additional questions

Jeffrey A. Cardille

Morgan A. Crowley

David Saah

NicholasE. Clinton Editors

Cloud-Based Remote
Sensing with Google

Earth Engine

Fundamentals and Applications




Example benchmark question and answer

Easy: Calculating Iron Oxide Ratio (IOR) for Hydrothermal Rock Detection

Objective You are tasked with calculating the Iron Oxide Ratio (IOR), which is
the ratio of the red band reflectance to the blue band reflectance. This ratio can
help detect hydrothermally altered rocks that contain oxidized iron-bearing sulfides.
Complete the following steps:

e Focus on this point in Seattle, WA, USA: (-122.2040, 47.6221).

e Access the COPERNICUS/S2_HARMONIZED ImageCollection and select images that:

— Cover the Seattle point,
— Are from 2020-08-15 to 2020-10-01, and
— Have less than 10% cloud coverage.

e Select the earliest image from that set.

e Identify the red band and blue band that surround the following wavelengths: Red
band, 665 nm; Blue band, 490 nm.

e Compute the IOR. Extract the calculated IOR value at the given Seattle
point. Print the IOR value to the console.

Notes: Ensure band values (e.g., radiance, temperature) are scaled to their proper
units prior to use. Reflectance values should be scaled to between 0 and 1 prior
to use. Retrieve values at the native scale of the imagery. Write the answer to 3
decimal points of precision (e.g, 12345.678)

# EBA_F2.0_A2
# Calculating Iron Oxide Ratio (IOR) for Hydrothermal Rock Detection
seattle_point = ee.Geometry.Point([-122.2040, 47.6221])

sentinel = ee.ImageCollection('COPERNICUS/S2_HARMONIZED') \
.filterDate('2020-08-15', '2020-10-01') \
.filterBounds(seattle_point) \
.filter(ee.Filter.1t('CLOUDY_PIXEL_PERCENTAGE', 10)) \
Lfirst()

red = sentinel.select('B4')
blue = sentinel.select('B2"')

ior = red.divide(blue).rename('IOR")

ior_value = ior.reduceRegion(
reducer=ee.Reducer.first(),
geometry:seattle_pointJ
scale=10

).get('IOR")

print('IOR', ior_value.getInfo())

IOR 0.9936675461741424




Example of domains and skills exercised in the book

Identify which US states have greatest amounts
of impervious surfaces in floodplain areas

Calculate Urban Heat Islands in New Haven

Forecast malaria in Ethiopia using precipitation,
temperature, and a vegetation water index data

SECTION A1: HUMAN APPLICATIONS

A1.1 Agricultural Environments
Sherrie Wang and George Azzari

A1.2 Urban Environments
Michelle Stuhlmacher and Ran Goldblatt

A1.3 Built Environments
Erin Trochim

A1.4 Air pollution and population exposure
Zander Venter and Sourangsu Chowdhury

A1.5 Heat Islands
TC Chakraborty

A1.6 Health Applications
Dawn Nekorchuk

A1.7 Humanitarian Applications
Jamon Van Den Hoek and Hannah Friedrich



Conceptual design of problems

1. Testing a classroom of ‘students’
2. Exam to create maps and measures
3. Requiring an automatic objective assessment

Problems must be tightly constrained but still interesting

1. Constrained questions: only correct work = correct answer
Refined repeatedly to reduce verbal ambiguity while
retaining realistic tone

3. Solutions may use Earth Engine or any other software



Assess
Divergence
vsS. Error
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Experiment Setup

Evaluation

e All problems have a numeric answer.
e Answers must match solution.

Variants

e Base model: Gets one shot at generating the code.
e Error-correction: Models have access to code.
e execution and can correct errors up to 3 reruns.




Results (overall, and sliced by difficulty)
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Results (overall, and sliced by difficulty)
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Difficult: Deforestation Rate Comparison in Colombian Amazon Protected Areas

Objective : This problem will compare the total deforestation assessed to have occurred within and around two
protected areas in the Colombian Amazon: La Paya and Tinigua:

- Use the "WCMC/WDPA/current/polygons” data set to identify the boundaries of the La Paya and Tinigua
protected areas. Add a 1000m buffer around each protected area's geometry for the analysis of each area .

- Calculate the forest loss within each protected area using the lossyear band of the GFC dataset, where each
pixel indicates the year of deforestation. Use the Global Forest Change dataset
(UMD/hansen/global_forest_change 2023 v1_11).

- Consider areas with tree cover greater than 30% in the year 2000.

- Determine the absolute value of the difference in total deforestation amounts between the area within and
around La Paya and the area within and around Tinigua between 2001 and 2023.

- Provide the answer in hectares.

Notes:
e Unless directed otherwise, retrieve or summarize value(s) at the native resolution of the image band(s). If multiple
bands or sensors are used with different resolutions, retrieve or summarize values using the finest resolution
among the inputs unless directed otherwise.

e Unless directed otherwise, write the answer to 3 decimal points of precision (e.g, 12345.678).




Findings

e Realistic Challenges are Constructible: The benchmark demonstrates that a set of realistic, scaled
challenges can be created, mimicking real-world user queries while minimizing ambiguity. And the
benchmark is not saturated.

e Error Correction is Effective: Error correction consistently improved model performance across all
models, often boosting “lightweight" models to the level of more powerful ones operating without
correction.

e Benchmark Informs Domain-Specific Improvements: The iterative process of refining challenges to
remove uncertainty-derived divergence revealed that errors stemmmed from incorrect
decision-making, poor data awareness, and syntax errors, suggesting areas for improvement.

e Uncertainty has Different Flavors: Two types of uncertainty were identified: general imprecision in
high-level questions and missing but crucial details for repeatability (e.g., specific cloud masking
parameters). These lessons are transferable when creating new datasets.



Agenda

Multimodal
Long-context
Agentic

01

02

03

04

05

Overview

Grounding responses in paper figures
Long-context retrieval and reasoning evals
Tool-use simulation software code

Multimodal Accessibility Applications

Google



Overall key takeaways

e SPIQA
o multimodal long-context benchmark
o Questions can be improved with newer models
e CURIE
o Long-context (single paper) science benchmark
o Much room for improvement

e FEABench
o A challenging framing of the problem
e Overall

o Create benchmarks with domain experts
o finding ways to make good evaluation metrics is hard
o Must be easy to eval and hard to solve
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Speech Recognition with LLMs Adapted
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Project Euphonia

Improve ASR to help people with
speech disorders who have
difficulty being understood by
other people and technology.

Our goal is to help these users
communicate and gain
independence.

https://sites.research.google/euphonia/about/

Condition prevalence (US)

Millions of users have neurological conditions that
cause speech impairments, in the US and around the
world.

Stroke?

800k

@

Traumatic Brain Injury?

5.3m

Multiple
Sclerosis®

400k

Cerebral

Palsy?

750k

Google


https://sites.research.google/euphonia/about/

Project Relate - Personalize their on-device ASR model
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me better. Even when | wen! &)

to Barbados, my cousin

came online as a. Thank you
for letting me understand,
you better Don't always be a
positive. Yes, is sad, always
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Project Relate - Personalize their on-device ASR model



http://www.youtube.com/watch?v=bEOHBzWG4aY

Can mLLMs help recognize impaired speech?

4. .
Gemini

> “I'd like a croissant”

(image+speech)




Can start with open source text-only LLMs?

e |LMs already have a lot of world knowledge.
e Can we add speech inputs?
e Small model / on-device

Gemma
> “I'd like a croissant”




How do you turn an LLM into an ASR model?

Tokenization of the audio

Utterance

Audio
Tokenizer

\



How do you turn an LLM into an ASR model?

Tokenization of the audio
- We cluster embeddings to 1024 tokens from the

Librispeech Corpus.
Utterance . — —
o9, N
ON || < o ™A
gy TT— c
| Emh‘r (i m"?” 3 g LA -
2 Clustering



How do you turn an LLM into an ASR model?

Tokenization of the audio
- We cluster embeddings to 1024 tokens from the

Librispeech Corpus.
- We remap the Gemma Vocab to use the i
audio tokens in the input. ] H@
o
= Gemma
o [
]
Utterance . -
oN ! I Gemma 2B
et 1T T C audio tokens
Bl 8
L
%‘%:/ Remapping &5

Specifically replace the low-frequency tokens



How do you turn an LLM into an ASR model?

Tokenization of the audio
- We cluster embeddings to 1024 tokens from the
Librispeech Corpus.
- We remap the Gemma Vocab to use the @

Now thic is an
ASR model!

audio tokens in the input.

Gemma

Model Output

T [ = Gemma 2B “Hello word.”
audio tokens @ )

Utterance

]
]
]
]
]
(-
[ 4
.

i
Audio
Tokenizer

Remapping ]

\

Specifically replace the low-frequency tokens



Let’s train it.

e First train on Librispeech

o Librispeech: 1000 hrs of audio from books
e Then adapt to disordered speech

o Euphonia also ~1000 hrs of prompted audio

o Training: 200k utterances, 1246 speakers
o Test: 5699 utterances, 200 speakers



http://www.youtube.com/watch?v=pPPXY-fpcI8

Supervised Fine Tuning

Mixture of Librispeech and Euphonia Audio
- Augmenting the SFT mixture with ASR data gives

generalizes better to disordered speech.

/

Utterance

=
;
3
Audio
Tokenizer

Remapping ]

I\

v W
A 3x100
o
-
§ === Euphonia/Librispeech-ASR-50:50-Mix
5w === Euphonia/Librispeech-ASR-30:70-Mix
& = | ibrispeech-Only-ASR-Mix
?
o
S

1007
0 2500 5000 7500 10000 12500 15000 17500 20000
Learning Steps —
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How well does it work? - W

=== Euphonia/Librispeech-ASR-50:50-Mix
=== Euphonia/Librispeech-ASR-30:70-Mix
= | ibrispeech-Only-ASR-Mix

TABLE I: Training the LLM on ASR data with a 30:70 mix of
Euphonia:Librispeech leads to significant ( * ) improvements
on Euphonia and little loss on Librispeech. 1 and | indicate
higher or lower is better respectively. bold shows best score.

Cross Entropy Loss

1004

0 2500 5000 7500 10000 12500 15000 17500 20000
Learning Steps —

Dataset mixture

Euphonia Test ‘ Euphonia Dev | Librispeech Dev

WERL|MPT WER¢|MPT WERL|MPT
Librispeech Only 70.9 39.0 66.5 31.8 17.1 86.6
30:70 mixture 50.4* 48.2* 47.3* 48.1* 17.2 85.6




Can RL can help generalize further than SFT on
Disordered Speech Data?



We need a reward

Can meaning preservation be
areward?

original meaning?”

(o -
“Does the Following Reward  (29p
transcription preserve the| model [/
(0/b O

Y 2 summary A
R

B




Example: Meaning preservation as reward

Insight: High word errors can still preserve
meaning !

Ground Truth: “Not so good today”
Output A: “not so good to the.”
Output B: “not so good to day.”

Both have same same WER, but B
Preserves Meaning.

original meaning?”

(o .
“Does the Following Reward  (29p
transcription preserve the| model [/
(0/b O

Y 2 summary A
R

B




Meaning preservation as a reward

Conferences > ICASSP 2024 - 2024 |IEEE Inter... @

Large Language Models As A Proxy For Human Evaluation In Assessing The
Comprehensibility Of Disordered Speech Transcription

Publisher: IEEE

Katrin Tomanek ; Jimmy Tobin; Subhashini Venugopalan ; Richard Cave ; Katie Seaver; Jordan R. Green All Authors

in ICASSP 2024



Meaning preservation as a reward

Train models to predict human labels of whether meaning was preserved

Matching human evals on whether meaning is preserved

OUINL
i

I I Is meaning

' preserved?
| I | ASR Transcript g s

BERTScore + WER  SentT5 Emb dding FLAN-T5 XXL LLM62B

AUC-ROC

Method

Prompt-tuned LLM does best
(+ case-study on model deployment of
SI-ASR vs personalized)

This work: we retrain Gemma 2B as a reward model achieving AUC ~0.88



Using Meaning Preservation as a Reward signal

N
Insight: High word errors can still preserve KDoes the Following Reward .@,
meaning ! transcription preserve the| model ]

original meaning?”

Ground Truth: “Not so good today”

Y 2 summary A
Output A: “not so good to the.”
Output B: “not so good to day.” \ summary B

Both have same same WER, but B Reward Reward Model Ground Truth
Preserves Meaning. . . .
R(may;y )::’Y'MP(yay )_I_ln 1_WER(y7y )




We use meaning preservation and WER to align the model

Proximal Policy Optimization

- .m,.y.\illmu..,w ~

‘.m[“ I ‘\l‘.‘c

Tokenizer

% Audio

[ “Hello world!”

R(x,y;y") :=~v-MP(y,y") +In (1 — WER(y, y*))

True
Transcript

Setting A: WER Only

QI:l
o]
8:
>
- Model Output
o O " Em D
anD o i : | | 9 Gemmq 2B )I:II:II:I*[ ”Hello Word . " ]
o Wx - * audio & text
- tokens tokens \L
Clustering Reward
Remapping (| Signal Alignment Reward
' Meaning
> Preservation Word Error
Reward Model + Rate
(Gemma 2B)




Results

RLHF w/ MP Reward

- Significant improvement in MP.

Meaning Preservation Score
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Results

RLHF w/ MP Reward

- Significant improvement in MP.
- No significant diff in WER.

Tuning strategy

Euphonia Test

WER | | MP 1

Euphonia Dev
WER | | MP ©

Librispeech Dev
WER | | MP 1

Meaning Preservation Score

Base SFT model 50.4 48.2 473 48.1 17.2 85.6
Continued SFT 57.1 42.8 59.2 40.5 229 732
RLHF WER + MP
WER (y = 0.00) 41.0 50.4 40.1 47.5 20.2 75.7
+ MP (v =0.25) 41.7 513 41.7 48.7 224 74.7
+ MP (y = 0.50) 412 529 41.1 49.0 239 72.2
+MP (y = 1.00) 42.6 55.7* 429 52.5% 22.0 76.2*

0.56

0.48

0.54 1

0.52

O» Euphonia-Test
83 Euphonia-Dev

o

& 22

0.0

0.25 0.5
Reward Strength (y)

1.0



Results

RLHF w/ MP Reward
Significant improvement in MP.
- No significant diff in WER.
- Gains more pronounced
for more severe speech
utterances.

Meaning Preservation Score

o
o

o
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o
w

o
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o
=

o
o

o
IN

" TYPICAL MILD MODERATE SEVERE

ZZzZ SFT Only
[Eod RLHF (y=0.0)
EEXl RLHF (y=1.0)

Severity of Speech Disorder



Results 2@ SFT Only

[Eed RLHF (y=0.0)

0.61
v EEX] RLHF (y=1.0)
Human Eval S
- Significant correlation with auto-eval. Lg 051
- Significant gain in MP. =
‘g 0.4
Statistic (# samples = 220) | v =0.0 | v =1.0 (]LJ
Average Primary Assessment (Human MP) | 29.10% | 40.45% g
Accuracy (Human vs. Model MP) | 85.90% | 81.36% < 0.3
Spearman (p) (Human vs. Model MP) | 0.684* 0.639* Q.
(@)
§=
c
©
[}
=

0.0 219 sl
TYPICAL MILD MODERATE SEVERE
Severity of Speech Disorder




Examples

TABLE II: Examples selected based on human evaluation of transcripts on meaning preservation and error type of the RLHF
models show that trading-off WER slightly for a significant gain in MP score (v = 1.00) leads to better predictions overall.

Ground Truth | Severity | RLHF (y = 0.0) WER | RLHF (y = 1.0) WER
"not so good today” MILD "not so good to the.” (0.5) "not so good to day.” (0.5)
"every one of my family listens to music” | MODERATE | “every once in my frame and listen to music”  (0.62) | “everybody in my family listens to music”  (0.38)
“dancing is so much fun” MODERATE | “that’'s so much fun.” (0.40) | “dancing so much fun.” (0.20)
“are you comfortable?” MODERATE | “are you going to school?” (1.0) “are you comfortable with it?” (0.67)
“happy birthday dear friend.” SEVERE “absolutely your friend.” (0.75) | “happy birthday to your friend.” (0.50)
“as soon as possible” SEVERE “it soon adds pounds him volume” (1.0) “a soon as possible.” (0.25)
\ ~ AN ~ v}
WER alone as reward. MP + WER together as

reward does best.



What we learned

e LLMs can be modified to recognize speech.
e SFT onamix standard and disordered speech datasets helps.

[ “Hello world!” ]
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€ Audio
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What we learned

True Transcript

\

LLMs can be modified to recognize speech.
SFT on a mix standard and disordered speech datasets helps.

RL can help further generalize the model on disordered speech.
Combination of Meaning Preservation and WER as reward signal works best.

[ “Hello world!”
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Overall key takeaways

e Presented data curation and evals
o multimodal
o long-context
o agentic with tool-use
e In the context of science but very much generalizable
e Lot more potential for multimodal agentic experiences
o Need smaller performant models
o Right safeguards
o Really great experience



