
Classifiers Predicting Meaning Preservation
● Logistic Regression model on BERTScore+WER
● Logistic Regression model on cosine similarity of sentence 

embeddings (SentT5, 11b)
● Prompt-tuned LLMs:  Flan-T5-XXL (11b) and 

Flan-cont-PaLM (62b)

Model Deployment Decisions
● Personalized ASR models [2] need to be quality checked 

(usually manually by Speech & Language Pathologists) 
before deploying to users.

● Word Accuracy does not distinguish well between high and 
low quality models.

● LATTEScore (LLMs to Assess TranscripTion Error Score) 
gives better model quality assessment.

LARGE LANGUAGE MODELS AS A PROXY FOR HUMAN EVALUATION 
IN ASSESSING THE COMPREHENSIBILITY OF DISORDERED SPEECH 

TRANSCRIPTION

WER treats all errors the same
● Word Accuracy and Word Error Rate (WER) are measures 

of syntactic accuracy and errors of an automatic speech 
recognition (ASR) model, but they don’t  measure 
comprehensibility.

● On atypical speech (e.g. disordered speech), WER is often 
>20 and sometimes >60 for certain etiologies and 
severities.

● Individuals with disordered speech may still benefit from 
an ASR model with relatively high WER, provided that 
meaning is preserved.

● We aim to create a system that will automatically assess 
the ability of an ASR model to convey the user’s intended 
message.

Introduction

Method

Transcript Comprehensibility Dataset
● 4731 tuples of ground truth (from Euphonia corpus [1]) and 

(erroneous) ASR transcript along with human-rated 
meaning preservation label

● Significant inter-annotator agreement when assessing 
meaning preservation, Cohen’s 𝜿 = 0.7

Dataset

● We propose a new approach to assess ASR model 
performance based on comprehensibility rather than syntax 
preservation.

● LLM-based classifiers perform very well in this task and 
outperform other classifiers.

● LATTEScore better predicts how useful a model will be to the 
end user.

● Beyond speech impairment, LLM-based classifiers can be 
useful for low-resource languages where human evaluation is 
challenging.

● Future work will explore using multi-lingual LLMs for zero-shot 
performance in other languages.

Conclusion
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